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PREFACE

This volume is part of a 16-volume set that summarizes the research accomplishments of
faculty, graduate student, and high school participants in the 1992 Air Force Office of Scientific
Research (AFOSR) Summer Research Program. The current volume, Volume 3 of 16, presents
the final research reports of faculty (SFRP) participants at Phillips Laboratory.

Reports presented herein are arranged alphabetically by author and are numbered
consecutively -- e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 2-3.

Research reports in the 16-volume set are organized as follows:

VOLUME TITLE
i Program Management Report
2 Summer Faculty Research Program Reports: Armstrong Laboratory
3 Summer Faculty Research Progrem Reports: Phillips Laboratory
4 Summer Faculty Research Program Reports: Rome Laboratory
5A Summer Faculty Research Program Reports: Wright Laboratory (part one)
SB Summer Faculty Research Program Reports: Wright Laboratory (part two)
6 Summer Faculty Research Program Reports: Arnold Engineering Development Ceater; Civil

Engineering Laboratory; Frank J. Seiler Research Laboratory; Wiiford Hall Medical Center

7 Graduate Student Research Program Reports: Armstrong Laboratory

8 Graduate Student Research Program Reports: Phillips Laboratory

9 Graduate Student Research Program Reports: Rome Laboratory

10 Graduate Student Research Program Reports: Wright Laboratory

11 Graduate Student Research Program Reports: Amold Engineering Development Center; Civil

Engineering Laboratory; Frank J. Seiler Research Laboratory; Wilford Hall Medical Center

12 High School Apprenticeship Program Reports: Armstrong Laboratory

13 High School Apprenticeship Program Reports: Phillips Laboratory

14 High School Apprenticeship Program Reports: Rome Laboratory

15 High School Apprenticeship Program Reports: Wright Laboratory

16 High School Apprenticeship Program Reports: Arnold Engineering Development Center; Civil

Engineering Laboratory
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COHERENT HETERCDYNE ARRAY DOPPLER IMAGING

Richard Anderson
Professor
Department of Physics

University of Missouri

Abstract

In initial research performed previously coherent heterodyne
angle-angle (2-D) imaging was performed. In this research
angle-angle-Doppler imaging will be performed. In future research
ranging shall be added so angle-angle-range and 3-D-Doppler data may be
acquired. The theory of the phase-up and of angle-angle-Doppler imaging
is presented. An experiment will be performed on angle-angle-Doppler

imaging.




INTRODUCTION

There has been only one previous experiment on coherent
heterodyne angle-angle-Doppler array imagingzuz. No attempt was
possible in these studies to average speckle realizations and to attempt
to recover an approximate incoherent angle-angle-Doppler image uf the
target. The study described above was performed with small and very
slow motion of the target and because of the slowness of the camera no
signal averaging was possible. The image was improved by controlling

the incident beam intensity.

There have been several studies on coherent angle-angle and
angle-angle-Doppler imaging employing a single detector and a 2-D
scanned beam3-5. The speckled image is the composite of all points in
the scan. Measurements of the line-of-sight or radial speed gives rise
to the Doppler fregquency shift in the target signal and by measuring the
Doppler shift at various target positions an angle-angle-Doppler image

was presented.

THEORY AND DISCUSSION

a.Theory of Phase-up of the System

A basic reflective coherent heterodyne array imaging system is
shown in Figure 1. A heterodyne system is a form of the Mach-Zehnder
interometer generally with different arm lengths. The source is a laser
and two beams are produced by a beam splitter with the signal beam in a
labcratory system generally 1/10 th the intensity of the local
oscillator (LO) beam. Both beams pass through an acousto-optic modulator
{(AOM) which shifts the frequency so the mixed beams have a difference
frequency which allows each pixel in the pupil plane of the camera to be
sampled adequately to resclve the heterodyne signal in each frame
(speckle realization). The frequency difference between the two beams
should be at least 1/10 the camera scan speed so each heterodyne
waveform is sampled 10 times in each frame. In the phase-up procedure
the next element in LO beam is a spatial filter followed by a

pinhole. The signal beam is focussed on a pinhole mounted on a mirror
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or a small bearing mounted on a black surface. (An alternate method
using a pinhole in the place of the target is shown in the inset. The

phase-up is from the pinhole to the detector through any distorting

medium). This focussed beam is reflected from a prism beam splitter and
passes through a quarter waveplate producing circularly polarized light.
The specularly reflected light from the pinhole or bearing is polarized
in the opposite sense and on passing through the quarter waveplate it is
polarized in the plane of the paper and is transmitted by the prism beam
splitter. The polarizaticn of the LO beam is rotated by 90o by passing

through a half waveplate.

When the target replaces the pinhole in the signal arm. the
spatial filter is replaced by a beam expander and collimator which rlood
illuminates the entire target and the target is in the same position as
the previous pinhole. The real target is a diffuse, random reflective
target with a definite shape. In the phase-up procedure both the LO and
signal targets are pinholes. A phase error between the two beams arises
from the pinholes to the detector. [t arises from the lack of centering
of optical components., poor quality mirrors. the fact the optical
surfaces of the beam splitter are not perfect und one beam is reflected
from and the other transmitted through the splitter, aberrations in the
lens, and phase differences between detector elements. The introduction
of a distorting medium in one path could be used to simulate
atmospheric turbulence. <Clark and Desandre1 have discussed this problem
for a homodyne sytem.

In the phase-up procedure the target is a pinhole as is the LO
target. The emergent wavefront are diverging spherical waves that are
intercepted by the lens and the Fourier transform is produced in the
focal plane of the lens which is the pupil plane of the camera. The
transform of the field of a small pinhole is a Sombero function which
has a very broad central maximum and covers an area much larger than the
area of the small CCD detector and its value is taken as unity over the

detector area and Up and UL are field amplitudes. The fields at a

0
position vector r of corrdinates (X,Y) in the pupil plane of the

detector are



R - s (y K] i [w - (r
Uplr.t) = UpSombero(r/kf) e’’ (r) e’ st > U e)[ st ®rir)]

and

- J¢"(r) , jw, v - m"(E)]
= {J / 7
o{r t} LLOSombero(r,lf) e LO LLO e Lo

L

{2)
where ¢'(r) and @"(r) are the phase errors introduced by the respective
paths from the pinholes through the detector. The angular frequencies
of the signal and LO beams are ws and wLO' respectively. The subscripts
LO and p indicate the local oscillator beam and the signal beam when the
target is the pinhole. The total mixed field at the position vector r

in the pupil plane of the detector is

v r.t
?otal( )

Up(r,t) + ULO(r.t) (3}

and the signal is

Svao(r.t) = n{lu (r.t)1? - IbLO(r.t)I

R o Teil0ppt + ¢(r)] | o I[0 pt ¢(r>}]
ULo%s ® ]
) [,z 2Tt s ()] —ife, t < o(F) ]
= n Lp LLO ULOL e AF - e IF 11

= n ?Uz L I Coslw t + ¢(F)]l (4)

P LO LO o '
\ F }
where o(r} = ¢'(r) - ®"(r) and Wip T Wy T W, The signal intensity is

small compared to the LO intensity and can be neglected in compariscn
and the LO signal determines the shot noise limit of detection. The

heterodyne signal is

S, L0 het(F+t) = 2N oL Cos(o t ~ &(F)] (5)

Equation (5) shall be written in a different form below:

(r.t) = 2qU U _[Cosw _t ry - Si t Sind(r)]
SD.LO.het‘F yo=oen LLO osw, .t Cosdlr) - Simw .t Sind(r)]
(6)
The temporal Fourier transform yvields signal components at w and -w

8 o
and the dc signal at w =0 so the heterodyne components are
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S (r.w, o IPEr)

i

) = n'C U [Cosp(r) - i Sind(r)] 't

p.LO.het F p LO LO
{7a)
and
3 (7 -yt T P L TR 0
bp,LO.het‘r'vaF) n LpLLO‘C°s¢(r) iSing(r}] n LpLLO e
(7b)
Then
2L L g Cosblr) = S, 0 nete' T ?p! 7 55 1o het T 9rp)
and (8)
LI ] 3 ~ =" - [ =) -
N'C UL SInd(r) = 318, 16 hee!Tr rp) bp.LO.het(r'wIF’}
SO
o - i - |
) 318 20.net T e T Sy Lo net (Fr¥rp))
tan¢(r) = - 1’
! - - ~ . 3
Lsp.Ln,het“'th) S0.L0.het {7 “1r’|

©o

Thus the phase error can be determined pixel by pixel in the pupil plane

of the camera.
bh. Phasing~up a Target at Rest

The pinhole target is replaced by a real target which might be
a small, diffuse, random reflective target of definite contour. The
scattering points have a slightly different position if the target is
rotated and the scattering gives a new speckle realization. The target
is rotated by a stepping motor and each position is a different speckle
realization of the target. Fach position of the target is called a
frame and data are taken while the target is at rest between rotations.
The total motion of the target is small so the perspective of the target
does not change appreciably. The intermediate frequency of the
heterodyne signal is at least 1/10 the scan speed of the camera so in
each frame the heterodyne wave form can reasonable be recovered at each
pixel in the camera pupil plane. The transformed signals in these
frames are averaged to reduce the effects of speckle. Since the target
is at rest in each frame. there is no Doppler shift of the target
signal.

In the L0 arm the target is the same pinhole which again gives

rise to a broad Sombero function whose amplitude will be considered

1-7




unity over the CCD camera pupil plane. The target field in the pupil
plane of the detector is the diffraction pattern of the reflective
target. The signals in the pupil plane at position vector r are

- - "_1'
Cp(F.t) = KU (F/AL) IP1 () et
and {10)

LPT(R) _Jo ot

- .
ULo(r.t) LLO Lo

so the mixed field in the pupil plane of the camera at position vector

r at time t is

(r.t) = Up(r,t) » U g(r.t) (11)

LTotal T

The signal at this point is

- 1 - 2 N - 2
Sq poff+t) = {n [up(r.t)] nju,  (r. )
. - jlo,t = &(r)} | F - ~ilw ot - o(r)]
n", Un(T/AL) e’ IF n"U, Lp(r/Af) e IF

(12}
where the LO field amplitude is constant and real. The first term is
the dc target signal which is small and can be neglected compared to the
LO signal. The second term is the dc LO signal and determines the shot

noise limit of the system. The heterodyne sigmal is

51,10, het {70! T ZU'ULO{UT.RI(F/Xf)c°sfw1Ft < @(r)]

) 0
- Uy o (TAf)Sinfo b - ¢(r)]}

{13)
In order to retain the phase information about the target

equation (12) should be written in the form

2ty = . ie(r){ e 1
ST.LO.het(r't) =N ULO{LT(r/Xf) e _CoszFt JSIHwIth
Y7 -ip(r) . n(
-7 _
LT(r/kf) e LCOSQIFt jSlnw:FtJ

J
{14)

-

The temporal Fourier transform of this equation heterodyne signal gives

single components at w__ and . or

F F
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( )= 1/2 x'U, U (n/AE) e UnlrAf
St 10 het T ¥rp’ 2 XLt € ! Ve
, oy it(r * oo Pty e e iy
- LT(r) e LT(”) e j = A LLOVT(r/Xf) e
{15a)
and
- ro - i(r) - j®(r)
= [ by / -+ o ; J
ST.LO,het(r’qﬂzF) 1/2 x LLOLLT(r_xf) e LT(r/if) e
xo- -ie(r) ¢ -, -j¢(r)
Cp(r/Af) e ET(./lf) e }
- ‘ 1* - -jo(r)
= X ULOLT(rzxf) e
{15b)

The signal at angular frequency @ . in equation (15a) is multiplied by

F

the signal in equation (7b) and at angular frequency -w the signal in

IF
equation {15b) is multipied by the signal in equation (7a) and this

vields the two equation

2

_ _ - § T
Sp{r Wip) = St 10, het T 1F 55, Lo, net (T @ pp) = X Upol Up(r/AL)
and (18)
- - - S-S
Sp(re=@rp) = Sp 10 het T 1r’Sp, L0, het (9] = X UpgUpUp (r/AL)

The phase error is eliminated and the two resulting signals are
proportional to the signal and its complex conjugate at position r in
the pupil plane of the detector for x". ULO‘ and Up are assumed

constants.

The spatial Fourier transform is taken of these signals to
determine the complex target field at a position vector u of corrdinates

(x.y) in the target plane. The transformed signals are

2

ST(u,wIF) = X ULOUpUT(u)

and {17)
- "2 U*_

ST(u.-wIF) = X ULOUp T(u)

Assume that the target and the pupil plane of the camera lie
at the conjugate focal planes of the lens, then the Fourier transform of

the pupil plane image into the target plane image is
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2ka/jxfjuT(E*/xf) o tkriru/f) 20,
camera

pupil plane

UT(u) = g

where UT(;/lf) is the signal field at point r in the pupil
plane of the camera and U_(u) is target field at point u in the target
plane. The integral is a‘2—D Fourier transform over only the specific
propagation vector that determines the point u in the target plane or
over the propagation vector k = kx/f; - ky/f}. The lens collects all
allowed propagation vectors that had passed through it and it
effectively integrates the signal over all allowed propagation vectors
and the integral above is in reality a complete Fourier tran<form of the
field from the pupil plane of the camera to the target plane.

The real and imaginary components of the field in the target

plane are

n ‘- - 5 . .I — H 12 1v 1 - =

le(u) = Ls(u’“IF) + S(u,uIF)j = 2x bLo“pLT(U)Cose(u)

and {18)
j[s(ﬁ.—w, 2

t

"‘Im(‘-‘)

- - Ty (g -
F) - S(u.wIF)] = 2n ULOLDDT(U)SIHG(U)

The phase angle between the components is
tanf(u) = mIm(u)/le(u) (19)

The speckled intensity in the target plane is proportional to

.28 2 -2 2.4 2
= % fup U U] € = T

_ 1 )
Sp(u.0rp)Sp(u, 0,0 Lo%p LO

Ts(a)
(20)

If the motion of the target between frames is small., a
different speckle realization is measured. If the total motion over all
frames is still reasonably small the same target perspective is measured
in all frames and the intensities at each pixel may be averaged to
eliminate the effects of speckle and obtain a representation of the
incoherent image. In reality it requires the average to be made over an

infinite number of frames to recover the true incoherent image. Thus,

N N
I (u) x> z ST(u.wZF)ST(u.«wIF)/N = K 2 ITs(u)/N
incoherent i=1 1=1

1-10




{21)
The number of frames is N. If N = o, the true incoherent intensity is

measured
N
S (u,w J/N = LimitKS 1. (ul/N
1
T IF IF v ol Ts
1 i=1

{22)

I(u) = Limit

)sTci,-w
incoherent N ? ®

[N
T s B

c¢. Theory to Retrieve Angle-Angle-Doppler Images

Heterodyne detection6 is used for three basic reasons: {1)
It is used to retrieve very weak repetitive signals from niose. (2) It
is used to cbtain spatial phase of the target. (3) It is used to
obtain the real and imaginary components of the field in target space
and as a result the speckled target image. If speckle averaging 's
possible, the incoherent target image can be approximated. In a cw
repetitive experiment it is the preferred technique in order to recover
a weak signal from noise. It retains the most information about the
target for it gives the complex target field a.d its complex conjugate.
the phase between the real and imaginary components of the target field
and the real and imaginary field components. It measures the target
field instead of intensity and the heterodyne signals are directly
proportional the complex target field and its complex conjugate in
detector space. Heterodyne detection approaches the quantum limit of
detection (shot noise) when in the detector plane, U,® 0. In heterodyne
detection a strong LO field is mixed with the weak signal field from the
target and the mixed field is detected in the detector plane. It is
generally assumed that the LO field has been shaped so it has a real.
constant amplitude in the detector plane. The detector measures an
intensity with four components: the target intensity, the LO intensity,
and two interference intensity terms at the intermediate frequency
between the signal and LO fields. The first interference term has an
amplitude directly proportional to the complex target field in the
detector plane and the other term is directly proportional to the
complex conjugate of this field. If it is possible, a heterudyne
system is operated near the quantum noise limit or I « I {(This

T Lo’
condition is easily fulfilled for an object in space which is

1-11




illuminated from a ground based laser and the resultant signal intensity
is recorded in the detector plane.) Then the LO intensity determines
the noise limit of detection and the product heterodyne terms have a
reasonable amplitudes so they may be detected. The heterodyne terms do
not exhibit the true speckle of the target. This is observed in the
target plane for a single speckle realization (frame) when the complex
target field is taken times it complex conjugate. These speckle effects
are averaged out by averaging the target intensity in the target plane
over many different speckle realizations.

Some assumptions must be made about the target. It will be
assumed to be a diffuse, random scatterer where the coherent,
deterministic character which gives rise to "glints' (specular
reflections) and retroreflection are neglected. This diffuse
reflectance is referred to as speckle reflectivity for it gives rise to
incoherent scattering and interference effects in the final image. It
will be assumed the this speckle reflection coefficient ps(ﬁ) is a
circulo-complex Gaussian function whose time ensemble averaged monemts
obey the properties below:

<es(ui)i =0
<ps(ui)ps(uj)> =0
and (23)
- x - - -

<ps(ui)ps(uj)> = szs(ul.)ﬁ(ui - uj)/n
where RS(Gi) is the target reflectance at target position ﬁi in the
target plane and equals |ps(ﬁi)lz. These equations are statements that
a spatially coherent incident laser beam is scattered as a spatially
incoherent beam. The & function implies the scattering is
non-directional. The scattered signal still has a temporal coherence
and constructive and destructive interference effects occur in the

.. . 7
detector giving a speckled image

In heterodyne detection after the temporal and spatial Fourier
transforms are taken, it is the complex field in the target plane that
is measured. This field is the product of the target reflection
coefficient pS(Z) imes the complex incident laser field on the target

Ui(ﬁ) so the scattered field is UT(ﬁ) = ps(ﬁ)Ui(ﬁ). For a space based

1-12




target the incident field from the telescope in the up-link through the
atmospliere would be distorted and in the target plane at each point 2
its phase would be different and also its amplitude may be changed so at
the target Ui(ﬁ) = Ui(ﬁ)eje'(u)where C; is the amplitude of U, and 6' is
the phase change. The reflection coefficient is a complex number and
since our target is diffuse and no deterministic surface profile changes
are assumed. it is ps(ﬁ) = p;(ﬁ)eje"(u) where p! is its amplitude and 6"
is the phase variation produced by the surface microstructure. The

scattered field UT(G) = p;(G)U;(G)ej[e'(u)+e"(u)] 36(u)

i8(u)

= p;(ﬁ)u;(ﬁ)e

where 6 is the resultant phase change and U+ is the

Ur(ue
amplitude of the scattered field. In angle-angle and
angle-angle-Doppler imaging the intensity is measured and it is the
target field time its complex cojugate so the uplink and target phase

cancel.

The target is a random, diffuse, reflective rotating object.
All points an equal distance from the axis of rotation have the same
line-of-sight speed, v“. The target motion must be small and one
microscopic surface feature must not be replaced by another. If this
happens, one is sampling signals over more than one speckle realization
and the time average is zero from equation (23). This is equivalent
to stating that the motion must he a small and slow during one speckle
realization so the transverse motion of a speckle is a small fraction of
its size so there will not be a smearing of the image in the detector
plane.

The speckle size is approximately w8 = AR/W where A is the
wavelength, R is the range, and W is the target size. For a rotating
target with W2 1 cm, R 1 m, and A = 0.5 or 1 um then ws x 50 or 100
um, respectively. The Doppler shift for a reflective target is fD =
2fvu/c = ZVH/A = vau where kD = 4 or 2 MHz/m/s at A= 0.5 or ! um. This
means a reflective target must move at 0.25 or 0.5 Um/s. respectively,
for a Doppler frequency shift of 1 Hz. For the rotating target the
maximum transverse speed V. max equals vilmax so if a frame is sampled at

0.1 s the transverse motion is 0.025 or 0.05 um or the target is
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effectively at rest.
For a rotating target of 0.5 cm radius the rotational speeds are

0.3 x 10_0 or 1 Xx 10_0 radian/s at A= 0.5 or I um. An approximate

12

calculation gives a rotational speed of 2 x 10°° radian/s for a mount
in the laboratory and this mount might be marginally useful. The
important factor in all of these calculations is the quantity kD = 2/A
for it dictates in our experiment that the motion must be slow or the
sampling speed must be fast. Our camera sampling speed restricts our

experiment to slow line-of-sight speeds.

In real target acquistion in space the transverse metion of the
speckle is eliminated by very accurate tracking of the target. Fine
high resolution tracking is the most important requirement in active
imagings. If adequate tracking is achieved, for a target at =~ 100 km
the angular sweep speed is = lo/s and the target can be followed without

transverse displacement of the speckle.

Let us designate the point in the rotating target associated with

a Doppler shift w by the subscript i on the target position corrdinate

and u = ﬁi. Thesglpoints with a constant v“ are always at the same
position in the target, but the target is continually rotating so in
order to measure a single speckle realization the measurement must be
made in a time interval so the target motion is negligible. This can be
done by making the measurement in a very short period of time for a
moving target in the m/s range or as in our case the target rotational
speed can be made very slow and the measurement is made in tenths of
seconds. For convenience of writing the theoretical equations the
target and the LO pinhole are placed at the conjugate focal planes of
the transform lens from the detector. Then at the position vector r in

the pupil plane of the detector with corrdinates (X,Y) the target field

is
to(r.t) = eI e [ o .y e dkuyrr/Eg2n  JJlug xwp)t
T 4 T i
target
. [ejkf/jlf I UT(Gi) e—Jkui-r/fdzaiJ eka eg(ws + mD)t

target




K UL (F/Af) el Wy T @it

(24)

- U (FAf) XTI F Op)t

The integral focusses to the point r propagation vectors from all target
points having the direction given by the vector k = kr/f and each target
point propagates such a vector if it is a diffuse target. All possible
Doppler frequency shifts are focussed at the point r. The lens collects
all allowed propagation vectors determined by its size and forms a
complete 2-D Fourier transformed image of the target in the pupil plane
of the camera. Equation (24) above must be corrected for any phase
shifts produced by the optical system and any introduced distorting
medium from the target through the pupil plane of the camera and this
phase error has been previously designated ¢'(r) so

Up(F.t) = K Up(F/AE) eI llWg £ 0yt + @T(r)]

(25)
Again this signal is mixed with th LO signal where the LO beam

target is a pinhole and is given in equation (10). The mixed field at
the detecter is

UTotal(r’t) = UT(r,t) + ULO(r.t) {26)

The signal at position vector r in the pupil plane of the detector is

- — " - 2 N - 2

Sp 1o(F-t) = n"lunE 0] 2 < nju o] _
e - il(w,. . £ w0 )t + &(r)]

) ULOUT(r/lf) e IF D )
R = Jlw, . £ )t - ¢(r)]

n LLOLT(r/Xf) e If D
(27)
where wIF = ws - w,o and ¢(r) = ¢'(r) - ¢"{(r). If the heterodyne

. s 3 ] - 2 - 2 !
condition is met, then n }UT(r,t)I « nlULo(r,t) and n ULOiUT(r/lf) so
the LO intensity dominates and determines the noise limit of detection.

The heterodyne signal at Doppler shift wD is

r =n' r ilw,. e )t + ¢(r)]
ST.LO.het(r't) =n ULOUT(r/Xf) e IF D

. .
-0 U (T/AE) e Jle g

tw )t + o(r)]
L D

(28)

If the temporal Fourier transform is taken of eguation (30), the
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two Doppler broadened signals about wTF and “wIF are measured. There

- + - - + -
F~ “Dmax ° “1r * “Dmax Y1 T “ppax’ Y0 TWip

is the maximum Doppler shift in either direction.

width ranges from W, and -{(

- W x) where @

Dma Dmax

If the temporal transform is taken of the signal in the detector
plane, the Doppler broadened signal is measured . This signal can be
divided into small frequency bins of widih & K w . The spatial

D Dmax
transform of these signals in each bin will locate a spot in the target

plane where the line-of-sight speed v“ is nearly constant with a spread

of AvH/Z. This technique might have alaising problems near % meax where
the signal is small and it might show interferenc effects near wD = 0.

It should be noted that U (r/Af) = v (rred? (T
= X UT(E/Xf)*F(eJe(?)i where * is the convolution and F is the

u=r/Af

spatial transform of the bracketed function into the detector plane and
x _ - -y (r - -0 (u
Uriag) = uaaf)e T o e %™y when the
T T T G=r/Af

temporal Fouier transform is taken, then signal in the bin where the

Doppler shift is w_ is

D
- . o = jo(r)
ST(r'mIF mD) = ULO?T(r/xf)e j
- x'U,ovi(F/lf)*F{eJG(g)l eJ®(r)
- u=r/Af
(29a)
and
- . -— L) 7* - "j¢(r)
ST[r,—(wIF wD)] = X ULOLT(r/xf)e
- xruy UnEAn) (e () 700
u=r/Af
(29b)

Equation (29a) is multiplied by the phase-up equation (7b) and equation
{29b) is multiplied by equation (7a) to remove the phase error in the

signals. This gives

2

ST(r,wIF + wD) = x'ULOUpUT(r/Xf) (30a)
and
r = x"U% U UL (F/AF) 30b)
S[r.-(wIF wD)1 = X ULOUp T(r (
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Assuming the target and pinhole and the detector are at
conjugate focal planes of the lens, then the spatial Fourier transform

is of the form

U @) = 2 e | UT(E'/xf)e.»”’“‘r A P Up(are”
camera
_ pupil plane _
- ko (e )= k pl (@ (we’® ™ (31)

The spatial transform of equation (30a) and (30b) give signals
at the points in the target plane moving at speed vﬁ * Avn/z where

Av”=AwD/ZNRD SO

"-.w (ul) = K LT(ui)
D
and (32)
- x
m_.w {u.,) = K LT(ui)
D
where K contains all constants from the transforms and from the terms
v12 7 < - 3 -~ - -
Yro and bp and + or correspond to frequencies ‘QIF wD) and ‘wIF

wD) as shown in Figure 2. These points are color coded to indicate the
radial speed. Equation (32) can be used to calculate the real and
imaginary target signals at the point and the phase between them. If

the two term in equation (32) are added, then

2KUT(ui)Cose(ui) = m+’w (ui) + m«’w (ui)
D D
(33)
and if they are subtracted, then
- ‘ - - - - -
2KJUT(ui,Sln6(ui) m"w (ui) m_’w (ui)
D D
(34)

(35)
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The speckled angle-angle-Doppler image is found by taking the

product of the m's and a quantity proportional to it is

Is(ui) e (ui) T
,. D 7 D

= 1 -
K ILT(ui)I k

“31’

2 - .
Is(ui) {36)

where Is indicates the speckled intensity resulting from analyzing a
single frame of data. If the target is allowed to rotate through a

small angle between frames. then different speckle realizations can be

averaged to approach the incoherent angle-angle-Doppier image. This
averaging over a finite number of frames j = 1,2,-++, X is
N
I (u;) = z I (u )/ (37)
incoherent - 1

1
As N 9 @, the true Incocherent image of the target in target space is

evaluated
N
1 (u,) = Limit 2 Isj(ai)/n (38)
incoherent N # ® j =1
CONCLUSIONS

In heterodyne detection one of the important parameters is
the constant kD. In our experiment whewe the IF is limited, it
restricted our radial speed to be in the small of the order of umss and
for targets with extremely high speeds of the order of km/s the !F
frequency would have to be in the GHz region. At both extremes
angle-angle-Doppler imaging is difficult. Even at radial speeds of tens
of m/s in both angle-angle imaging and in angle-angle -Doppler imaging
spares detector arrays may be required. In all cases the motion of the
target must be small in each frame and this possible can only be
achieved by using sparse detector arrays with very possibly parallel
processing of the data.
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A BRIEF STUDY OF PASSIVE VISCOUS DAMFPING
FOR THE BULKHEAD STRUCTURE

Thomas J. Thompson
Graduate Research Assistant

Joseph R. Baumgarten
Professor

Department of Mechanical Engineering
Iowa State University

ABSTRACT

The SPICE Testbed at Phillips Laboratory is being used to evaluate the effects
of structural vibration on line-of-site error for this strut built st~. -rure.
A design incorporating active control and passive damping techniques is suggested
to reduce the optical path distortion created in the vibrating structure. The
passive viscous damping applied to the structure serves to aid the active control
system stability in the cross-over and spill-over frequency range by producing
a specified magnitude of damping in specified critical modes. This magnitude of
damping is to be achieved by replacing the standard filament wound undamped
struts with optimally placed D-struts which contain series and parallel combina-
tions of springs and viscous dampers and produce damped vibration response from
in-line strut deflection. This D-strut must replace standard struts in a tear-
down of the bulkhead. The present study proposes to provide the requisite
damping by adding on viscous damping at diagonal nodal locations in the bulkhead,
circumventing the need to disassemble the SPICE bulkhead. The study shows
specific increase in loss factor and improved damping ratio provided by the
diagonal dampers when compared to in-line D-struts for specific modes and fre-
quencies.
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A BRIEF STUDY OF PASSIVE VISCOUS DAMPING
FOR THE BULKHEAD STRUCTURE

Thomas J. Thompson
Joseph R. Baumgarten

1. LINEAR ENERGY DISSIPATION

1.1 Introduction

Passive viscous damping is to be provided to the SPICE bulkhead by use of in-
line D-struts or V-struts containing viscous damping elements [1]'. 1In order
to compare the energy dissipated per cycle and the attendant damping ratio £ at
a given mode of vibrationm, it is necessary to define loss factor 5 for a given
design and develop the relationship between loss factor and damping ratio. Loss
factor n is the basis for design of D-struts [2] and will be used here to compare
energy dissipation capacity for structural cells containing in-line D-struts and
proposed diagonal viscous dampers.

1.1.1 Kelvin Model of D-Strut
Figure 2.3 shows the simplified 3-element model of a D-strut where k_ and

ks represent the equivalent static and series stiffness, and ¢ the effective
viscous damping coefficient [1]. The dynamic response to an input force F is

(% =%,) +k x,=F (1.1
—c{X,-X,) +kx,=0 (1.2)
Taking Laplace transforms there results
cs{x,~x,) +k x,=F(S) (1.3)
c8(x,-x,) -k x,=0 (1.4)

Solving Equation (1.4) for X, and substituting in Equation (1.3), one finds

ke + (kg +k ) cs

Toies (1.5)

F -
—X:(S) =

"humbers in brackets cite REFERENCES
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Substituting s=jw, defining the complex stiffness in terms of the real part of
the stiffness and the loss factor g, gives

k k,+(k +tk)cljow)

k(w) =k, +jk;=k (1+jn(w)) = PRYIET (1.6)
Clearing the complex fraction on the right yields
2
T p— L (1.7)
kkg+ (k,+k.) cw?

Equation (1.7) can be manipulated to maximize n in a given design. This will be
discussed in Section 2.

X

1.2 Damping Ratio of an Equivalent SDOF System
<+&amplng fatlo-ol an Lquivaient o= systen k >

Figure 1.1 shows an equivalent single degree of freedom m
(SDOF) system representative of a single complex eigenvalue ::h-
© of a linearly damped complex structure. The complex freq-

¥

Fig. 1.1
uency response to an external force F(jw) is

{~w2m+k+jwc) X=F(jw) (1.8)

Comparing Equations (1.7) and (1.8), for light damping with ¢ less than one
quarter of the critical value, dashpot impedance can be neglected (2], and

k. (w) (1.9)

The energy dissipated per cycle by the linearly viscous damped equivalent system
of Figure 1.1 is found from

Ep=nE o (2mwiy) (x(£))2 (1.10)

The energy dissipated at coordinate x, of the D-strut of Figure 2.3 (the
location of any lumped mass in FEM representation) is found from

Eg=nnk,(x,(t))? (1.11)

Equating the energy dissipated, realizing the resonance condition 0=0 .
exists, gives

Jes (1.12)

where n=n(w) is given by Equation (1.7). This establishes a basis for comparing
loss factors for in-line and diagonally damped cells to arrive at optimal damping
ratios.
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2. COMPARISON OF IN-LINE DAMPING WITH DIAGONAL DAMPING
2.1 Analvytical Development
2.1.1 Cell-Level Comparison

In order to compare in-line damping with diagonal damping, a fair basis of
comparison had to be found. Since the diagonal damper is unable to carry static
load like the in-line damper can, comparing loss factor in the basis of the
single strut (or damper) would not be meaningful.

To maintain simplicity, a small group of struts which comprises a basic
"building block," of the tetrahedron truss structure was chosen. This group of
struts, or octahedral "cell" is shown in Figure 2.1. Comparison was made by
placing a damping strut either across any two opposing modes (diagonal damping),
or in parallel with one or more of the existing struts, (in-line damping). The
resulting loss factor for the cell gave a meaningful measure of damping. Loss
factor can be defined as the ratio of energy dissipated to the energy stored as
elastic strain energy.

2.1.2 Derivation of Loss Factor for Cell

In order to analytically determine loss factor for a cell, the following
assumptions were made:

- base constrained against translation in any direction

- top mode constrained in the x and y directions

- Jjoints assumed "pinned," as in a truss

- small deformations

- massless struts

- force applied vertically at top joint

As with single struts,the cell loss factor was found by taking :che ratio of
the imaginary to real parts of the frequency-dependent complex stiffness.

.f.;(w) =k, + 3k, =k (1 +1n3F)

n{(w) = loss factor = k {w)

e’ §
'kf
-§ (w) =force / displacement frequency response

As before, o is the rotational frequency, k_ is real stiffness, and k; is imagi-
nary stiffness.
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2.1.3 Development

Using the above assumptions, spring-and-damper models of both configurations
were formed. In effect, the octahedral structure without dampers became a spring
in parallel with the spring-damper combination of the struts. As the spring rate
of the structure was sought, absolute value of the axial force in all struts was

found to be identical. This was taken to be true under dynamic locading, since
the bars were assumed massless.

2.1.3.1 Diagonal-Strut

Figures 2.2 and 2.3 show the diagonal strut octahedral configuration and the
corresponding spring-damper model. Stiffness of the structure was found by
determining the displacement at the top node due to a given force. A downward
vertical force P at the top node of the structure would result in an axial force
(tensile or compressive) on each strut of

F= 0.354P

The resulting axial deformation in each strut is then

71
d = AE

where d, is deformation, 1 is strut length, A is strut diagonal-sectional area,
and E is its elastic modulus. The struts can be grouped into three sets: the

top four, the horizontal four, and the bottom four. Each set contributes equally
to top-node displacement, d,.

dyp = V2deop * VZ2dpor *+ V2dpors, (2.1)

d, = 3‘/2';'—;: = 3y20.354 21

AE

P PAE AE
ke= 3= = 2.2
© dy, 3/20.354P1 3/20.3541 (2.2)

The loss factor for the combined diagonal strut octahedral cell is derived
identically to that for a single D-strut of Eqn. (1.7). Here,subscript c refers
to the combined static stiffness of the cell. Thus

Kicw
2 2,52
k _kg+ (k,+k.) c*w

n(w)= (2.3)

To find the frequency at which maximum loss occurs, the derivative of the above
expression with respect to @, is set to zero. The result is
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{2.4)

Substituting back into Equation (2.3) results in

= Kk, c . K 1
Nnax = ch\l % vk 2VK+1 (2.3)

and from Equation (2.4)

(@) = i . k. (2.6)
w0 t 4 C* f wmx 1+
where
EdAd
k 1 E A
k=2 = 1,06 24
K, E,A, E,A,
1.06y21

and the s subscript in this equation refers to properties of the outer struts,
the ¢ subscript refers to the cell, and the d subscript refers to properties of
the diagonal strut.

Thus the achievable loss factor depends not on ¢, but on the ratio of the
effective spring rate of the structure to the spring rate of the strut in series
with the damper. This is also the case for a single in-line strut {1]. The
frequency at which this maximum loss factor occurs can be set by specifying c.
Table 1 gives n,,, for various values of K.

2.1.3.2 Four In-line Struts

Figure 2.4 shows the octahedral arrangement for assessing the effectiveness
of in-line damped struts. To maintain symmetry, the top four struts were re-
placed by in-line damped struts. It was assumed that each of these four struts
consisted of the spring-damper shown in Figure 2.5. The stiffness of the outer,
load-bearing shell is k,, that of the inner element transmitting force to the
damper is k;, and the damping coefficient is ¢. As in the diagonal-damping case,
all struts will carry a load of magnitude F. As shown in Equation (2.1), each
of the three subsets of struts within the octahedron will have its own contribu-
tion to the displacement d, of the upper node. Therefore, the octahedron can be
mvdeled as shown in Figure 2.6.

dh = ﬁ(dcop * dbot * ddhg)

2-7




d = kp + cs
tP  kycs + k,k + k,Cs

F

= . F _ IF
dtop'dboc"r‘"ﬁ.

where kA is the stiffness of one of the struts, also equal to the stiffness of
the outer shell of the in-line, damped strut. Rearranging results in the trans-
fer function

P gy = F__ _ 2.82 1
d, 0.354d, /3

kg + cs
kgcs + Kykg +k,cs

+

1 1
—
ka ks
Substituting s = jo to obtain a frequency response function and setting

E’i(m =k (1+7(w)37)
h

results in

n (@) = wck,k;
3kiki + wict(k, + kp) (3k, + 2k,)

As in the diagonally-damped

case, n is maximized with respect to frequency.
The result is

oy
2 _ g2 3K
Gex T TR (3 v 2K 2
=3 1
Neax (@) = SE KN RT3 IR

where

ky  EzA,

K=—§
1k, E,A,

Again, it is seen that maximum loss factor is dependent upon the stiffness ratio,
but not upon ¢. The frequency at which the maximum loss factor occurs can be
specified by varying c.
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Table 1 also shows loss factor Npex £Or various values of K,. Values of K and
K, in the same row indicate the diagonal-strut body would have cross-section equal
to that of the inner struts in the in-line case. It is apparent that for this
condition and loading, a diagonally-damped octahedron achieves a much higher
overall loss factor.

Table I. Maximum Loss Factor for Values

It can be further shown that the _Of K and Ki

achievable loss factor for an octahed-

ron in which all struts contain equal Diagonal In-line

in-line damping cannot exceed the loss Damping Damping
factor for any one strut tested sepa- K Nnax K, Mpax

rately.
“ 1.06 { 0.369 1.0 0.091
2.12 | 0.600 2.0 0.126
. L4 .

2.2 Computer Simulation Results 318 | 0.777 30 0. 144
2.2.1 Model Description .24 10,962 4.9 0.156
| _5.30 11.056 5.C 0.163
In order to confirm the results | 106.0 5.120 100.0 0.202

obtained analytically, a model of the

octahedron was simulated using the I  ——————————————
finite element software MSC/NASTRAN.

The model is shown in Figure 2.1. It consists of 12 struts, each containing
one element. The properties of the bar elements were specified to emulate the
carbon-epoxy tubes used as struts on the SPICE structure. These properties are
given in Table II.

Table II. Strut Properties for the
SPICE Bulkhead

The two cases analyzed in the pre-  E  ——— —rs——
vious section were created by adding

additional bar elements in series with Property Value
CVISC (pure damping) elements in the Length 1.03 meters
appropriate locations. The damping 2
strut bar elements spanned all but one E_modulus 1.1E+11 N/m
inch of the length of each damped G modulus 2.65E+9 N/m?
strut. The series damper accounted Area 2.55E-4 m°
for the other inch, and the interven- f Density 8024 kg/mz
ing node was constrained to stay on Il L1 5 OE-8 mé
the axis of the strut. The bottom xx* Ty

node was constrained against all tran- L I torsion 1.0E-7 mb

slation, and against "spinning" rota-
tion. The top node was constrained

from translating horizontally, and any
force was applied vertically to this node.
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Both frequency response and modal dynamic analysis were performed on the
NASTRAN model. The forced frequency response was used to confirm loss factor
values, and to picture the effect of damping. The complex modal analysis was
used to compare the effectiveness of the two damping strategies in achieving high
modal damping.

2.2.2 Forced Response

In order to confirm the accuracy of the 1inalytical loss factor values, forced
responses were run on the diagonally-damped and in-line damped octahedrons usi:
NASTRAN. With a sinusoidal vertical force exerted on the top node of the model
over a range of frequencies, NASTRAN computed the resultant complex displacement

(real and imaginary parts, or magnitude and phase).

As in the case for experimental analysis of single in-line damping elementc,
loss factor was measured as the imaginary divided by the real components of the
vertical displacement of the top node

d;

n:...d_;ztan¢

This method is accurate if mass effects are negligible, hence the value of c was
set using Equation(2.6) so that the maximum value of n fell in a frequency region
where there are no eigenvalues. For this octahedron, c was set so n would peak
around 150 Hz. Values of cross-sectional area for the diagonal strut and inner
struts in the two cases were set equal, so that K=5.3, and Ki-S.O.

2.2.2.1 Results for Diagonal Damping

When the forced response was performed on the vertical diagonally-damped
octahedron, the displacement plot in Figure 2.7 resulted. Analytical values of
¢ were also plotted using the relation

¢ = tan™y

This figure shows that n peaks out around 150 Hz, reaching a value of -48°, This
corresponds to a loss factor of 1.11, confirming the prediction in Table I made
by analytical means.

2.2.2.2 Results for In-Line Damping
Figure 2.8 shows the forced response of the octahedron with four in-line
damped struts. The maximum value of ¢ reached -8.22°, corresponding to a loss

factor n of 0.145. This is also very close to the analytical result. These
forced response cases confirm that a much higher loss factor can be attained
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using diagonal damping for this case of dynamic loading. This result also
matches the analytical prediction of Table I.

2.2.2.3 oOther Configurations

To test the effectiveness of damping configurations under different loading
conditions, the forced responses in Figures 2.9 and 2.10 were run. Figure 2.9
shows the magnitude and phase of the response in the case where a diagonal damper
was oriented horizontally across two opposite nodes of the octahedron. With the
same function, a much lower loss factor of 0.0499 corresponding to a phase angle
of -2.86° was realized.

Figure 2.10 shows the response in the case where the four in-line damped
struts were oriented so they all met at one of the "outer” or "side" nodes of the
octahedron. The phase angle in this case is -10°, giving a loss factor of 0.17.
Thus, the four in-line strut configuration actually had a better loss factor
under this loading case. It appears that this configuration with a relatively
large number of dampers is less sensitive to loading orientation than the diago-
nally-damped octahedron.

The two diagonally-damped cases presented may be seen as best and worst
loading cases. Since this type of damping is more sensitive to orientation,
though very effective, the issue of optimal placement of diagonal-dampers in
large space structures is very important.

2.2.3. Eigenvalue Analysis

In a large space structure, such as SPiCE, damping is applied in order to
control vibration in resonant modes. Therefore, eigen analysis was performed on
MSC/NASTRAN to assess the effectiveness of diagonal-damping in a structure.
Modes were found on NASTRAN using the inverse power method to obtain complex
eigenvalues. Modal damping coefficients computed by the program were according
to the classical definition

Sy
\Jsr + 5

where s_ and s; are the real and imaginary components of the complex eigenvalue.

E =

2.2.3.1. Description of Structure Analyzed

The structure which was analyzed for the effect of diagonal struts on modal
damping was the bulkhead platform of the SPICE structure. It is shown in Figure
2.11. This structure was chosen because it is typical of the large space struc-
tures which need damping, because it consists of a series of octahedral strut
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cells, and because there already existed a finite element model which had been
correlated which modal test data.

Since the structure is large, it contains many locations at which damping
struts could be inserted. Therefore, due to time constraints, the locations of
struts had to determined by intuition. The goal was to assess the damping
potential of diagonal damping as compared to that of in-line damping.

2.2.3.2. Undamped Case

The results of the eigen analysis Table III. Eigenvalues of Undamped

Truss Structure

on the undamped structure are given in e —————r——————

Table 111, and mode shape (using PAT-

RAN P/FEA) corresponding to the first Root Frequency, Hz
six eigenvalues are shown in Figure 1 54 36
2.12. The undamped results are pre- )
sented so that mode shapes and the 2 S4 36
effect of various damping on modal
frequencies can be seen. 3 82 37
2.2.3.3. DPiagunally-Damped 4 87.83
Structure 5 106.51
6 119.38
The modes for the case of diagonal-

damping on the structure are shown in
Table IV, along with modal damping.
For this run, +*he damper was on one of
the outside corners of the structure, between nodes 51 and 52 (see Figure 2.11).
This location was chosen because modal undamped displacement diagrams showed a
large amount of shape distortion for this area in certain modes. The value of
¢ was set at 41,100 N-s/m so that the maximum loss factor (for an octahedron)
would occur at 150 Hz.

As Table IV shows, for one damped strut, good modal damping was achieved.
The damping coefficient was better than 0.0l for modes 2 and 6, and modes 3, 4,
and 5 achieved coefficients better that 0.001.

2.2.3.4. Eigen Analysis of In-line Damped Structure

The modes for the structure containing in-line damping struts are shown in
Table V. The in-line damping strut was inserted into the NASTRAN model between
nodes 28 and 34. This location was chosen because this strut appeared to carry
some of the highest strain energy in various modes among the struts which werxe
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Table IV. Modes and Damping for Diago-
nally-Damped Truss
evaluated. This may have been due to | E——————————————

being on the top deck of struts (outer
"filament"). Mode Freq. Damping
Hz Coef .
The damping coefficients for this 1 53.2 1.6E-4
case were lower than in the diagonal- 2 55.0 1.26E-2
ly-damped case. Modes 2 and 4 3 82.1 2 42E-3
achieved damping coefficients above 4 88 .4 3 01E-3
0.005. Modes 3, 5, and 6 were in the 5 107 7 6E.3
range of 0.0005 to 0.001. - -
[ 6 125. 1.09E-2
2.2.4 Discussion of Results L

2.2.4.1. Loss Factor

The excellent correlation between loss factor obtained analytically and comp-
utationally for octahedral structures confirms that diagonal-damping could poten-
tially provide much higher loss factor for certain load cases, even when a
smaller number of dampers is used. Forced responses of various damping orien-
tations show sensitivity to load orientation and highlight the need for optimal
strut placement.

2.2.4.2. Eigenvalue Analysis

The eigenvalue analysis for diagonal and in-line damping cases both involving
one damped strut in a large truss implies that diagonal damping achieves modal
damping values comparable to those of in-line damping. 1In the case given,
diagonal performance was actually better; however, damper locations for this run
were chosen by intuition, and do not necessarily represent optimal positions.
The test did confirm that significant damping can be achieved in a large tetrahe-
dron truss structure by means of diagonal damping.

2.2.5. Research Opportunities

The above results open several opportunities to be researched. Cross diagonal
damping has shown potential of providing much higher loss factors using fewer
elements than in-line strut damping. This could result in lighter structures.

Since diagonal dampers could be installed without disassembling the original
structure, they could be used for selective damping after structural assembly.
Indeed, on the SPICE structure, most node balls already have threaded holes in
locations where diagonal damping could be added. This feature could also allow
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Table V. Modes and Dawmping for In-line
Damped Truss
accurate finite element-modal analysis o ———————

correlation on an undamped structure,
with necessary damping added to the Mode Fﬁzq- Déggéng

structure without disassembling and
disrupting the structure. 1 243 2.0E-6
2 564.3 7.7E-3
Since diagonal dampers would not 3 82.4 8.8E-4
have to carry static loads, it is pos- 4 87 4 5 6E-3
s%ble that on? could b? built using a 5 106 6 8E-4

simpler and lighter design than exist-
ing in-line damping struts (D-struts 6 119, 9.8E-4

and V-struts) [1].

The directional nature of the diag-

onal damping struts shows the need of research into optimal strut placement,
since some orientations of the strut appear to be far more effective than others.
Since the frequency at which maximum loss factor can occur is dependent upon c,
optimal "c¢" damping coefficients for each diagonal strut should be found to truly
optimize damping. The trade-off between values of damper series stiffness
(resulting in higher loss factor) and structural weight could also be investigat-
ed.

Finally, results should be confirmed experimentally. The octahedral loss
factor results should be reproduced using physical diagonally-damped strutr.
Then the SPICE structure could provide an extremely good bed for testing the
effectiveness of placing diagonally-damped struts in various, even optimized
locations, since its modal properties have already been accurately determined.

REFERENCES

(1] Yiu,Y.C., Davis,L.P., and Kienholz,D.A., "Development of High Frequency
Passively Damped Struts, SPICE Program", Final Report for subtask 02-08, Task
4, April, 1992, pp. 21-23, 35-36.

{2} Yiu,Y.C., and Ginter,S$.D., "Dynamics of A Class of Viscously Damped Struts",

Proceedings, Damping’91, USAF Wright Lab.,Flight Dynamics Dir.,WL-TR-91-307%,
Vol.1, Feb. 13-15,1991, San Diago, Cal., pp.cccl-cccl3
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Abstract
Analytical and experimental techniques required to calibrate the radiation dosimetry of
a new low energy (8-160 keV) X-ray facility were developed and demonstrated at the Phillips
Laboratory (PL). Theoretical calculations and experimental measurements from NIST calibrated
electronic dosimeters, correlate within 20 percent over the range 8-50 keV. This correlation
makes the PL X-ray cell operational up to 50 keV. The tacility is capable of continuous (and

uniform) dose-rate levels up to 200 Krad(Si)/min. over a target, and is a viable adjunct to

Cobalt-60 gamma irradiations for total dose measurements.




CALIBRATION TECHNIQUES rOR A
LOW ENERGY X-RAY IRRADIATION CHAMBER

Raymond D. Bellem

INTRODUCTION

Evaluating microelectronic parts and subsystems to the high total dose radiation
environments required on some space and missile systems dictate the use of expensive simulation
tools, such as a high-dose rate Cobalt-60 gamma irradiator or a continucus pulsed Linear
Electron Accelerator (LINAC). To reduce the high screening cost, many device manutacturers
and end users are evaluating and qualifying their microelectronic space parts on low energy X-
ray test systems such as the Aracor Model 4100 Automatic Semiconductor Irradiation System.
This system generates 8-50 keV X-rays and is designed to perform high total dose irradiations
and production screening of semiconductor devices at the wafer stage of fabrication {1}.
However, this test system is limited to irradiating chip areas of only a few centimeters in
diameter. At the Phillips Laboratory, the need exists to evaluate larger structures and to study
the interaction between microelectronic packaged devices, boards and small subsystems when
simultaneously exposed to ionizing radiation environments. To meet this need. personnel at
Phillips designed and built a large low-energy radiation test cell which will accommodate
electronic assemblies up to one meter in diameter. A Philips Model MCN 164 X-ray Unit
provides the radiation source whose output spectrum is "tunable" for energies in the range 8 to
160 keV. Following the ASTM standard guide for using X-ray testers on microelectronic
devices being drafted by Brown at NRL [2}, procedures used to calibrate such a facility are

addressed in this paper.




APPROACH

The characterization and calibration of the radiation dosimetry of a large X-ray facility
with a continuous energy spectrum is & complex problem requiring extensive analytical and
experimental measurements. On the analytical side, electron-photon transport codes are required
to calculate the X-ray tube spectrum and the radiation transport/deposition in the structures being
irradiated. Experinental measurements with calibrated X-ray detectors are also required to
validate the theoretical calculations.

As a first step, the output intensity spectrum of the PL’s X-ray tube was calculated by
Dozier at the Naval Research Laboratory using electron transport techniques developed at NRL

[31. A composite of the data is plotted in Fig. 1
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Figure 1: Calculated X-ray Tube Spectra

3-4




The radiation shiciding, transport and deposition were then calculated using two other electron-
photon transport computer codes called "PHOTCOEF" and "ITS". PHOTCOEF uses a semi-
empirical model developed at the Rome Laboratories [4] and is commercially available for use
on personal comprters. Also, a computer program was developed by the author [5] to integrate
the incident spectral intensity data shown plotted in Fig. | with detector sensitivity data shown
plotted in Fig. 2, resulting in calculated diode currents. Diode current responses were calculated
for the diode dosimeters irradiated at different tube operating conditions and at numerous test

locations within the X-ray test cell.
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Figure 2: SEMIRAD Diode Sensitivity
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Complementing these calculations were experimental measurements using three types of
radiation detectors. The detectors selected were: a SEMIRAD (Secondary Electrons Mlxed
Radiation Dosimeter) vacuum diode, two PIN diodes and 75 PMOS FETS. The vacuum diode
and the PIN diodes were calibrated at the SAIC-DNA X-ray calibration facility located in
albuquerque. This facility, traceable to NIST, uses bremsstrahlung-induced K-tluorescent
monoenergetic X-rays of known intensities in the 1 to 110 kev energy range to calibrate the
diode sensitivity.

The SEMIRAD is an evacuated chamber constructed to collect secondary emissions from
a gold film cathode within the chamber. This vacuum diode, calibrated to energies up to 160
kev [6] is used regularly to measure "blackbody-like" spectral intensities in underground nuclear
test at the Nevada Test Site. In this etfort, the diode is used to measure the ionizing radiation
field intensity over the full operating range of the irradiator within the PL’s X-ray cell.

The two PIN diodes. commercially available from Aracor, are calibrated to directly
measure dose rate in silicon [1]. The present calibration of these diodes is limited to X-ray
energies up to 60 keV maximum. These diodes were used to map the absorbed dose in rad(Si)
at various locations within the cell for energies up to 50 keV. Diode calibration techniques and
results at higher energy X-rays using the SAIC-DNA facility, will be reported in a later paper.

The PMOS transistors were used to perform correlation studies between a calibrated
Cobalt-60 gamma source and the low-energy X-ray source. These transistors, provided by the
Sandia National Laboratory, use a state-of-the-art 180 angstrom radiation hardened gate oxide
process. Using threshold voltage shift vs. total dose for these devices, and taking into account
corrections for dose enhancement and electron-hole recombination per Table I of the ASTM
guidelines [2], comparisons between Cobalt-60 and X-ray irradiations were made.
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The measured data gathered from the above group of sensors not only generates accurate
dosimetry within the X-ray chamber, but also provides confidence in the use of analytical
calculations for test analysis.

EXPERIMENTAL MEASUREMENTS
SEMIRAD MEASUREMENTS. The experimental set-up for measuring the ionizing

radiation field intensities with the SEMIRAD diode is illustrated in Fig. 3.

T T T

LEAD CCLLIMATCR

Al Fll:‘[TER
LEAD DOO. Q::t
INTERLOCKS SOURCE ﬂ

TUBE

6 FEET
COAXIAL CABLE

. .uuuc 4 INCHES LEAO
pOWER suppy| 01| ELECTROMETER

TEST EQUIPMENT

Fig. 3: PL X-ray cell (8-160 keV)

Shown is a Device-Under-Test (the diode) being irradiated by the X-ray source tube through an
aluminum filter and lead collimator. The aluminum filter was placed between the source and the
diode to insure that X-ray energies below 4 keV are filtered out in accordance with the ASTM
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Guidelines. The collimator was used to limit the region irradiated. A thin piece of mylar was
placed between the lead collimator and the diode to insure low energy scattered electrons do not
reach the Beryllium window of the diode. To iasure the collection of all the secondary electrons
generated within the diode, a DC bias of -30 volts was employed across the diode. A Keithley
Electrometer was used to measure the resulting steady state current generated by the irradiated
diode. Current readings were recorded at different locations to map the radiation intensity in the

X-ray cell. Table 1, column 6 shows exampies of the measured current using this technique.

Table |

Anode Tube Di{stance Intensicy Calculated § Heasured | Error "
Voltage Current (cm.) (keV/erm?/sec) Currentc Curzent 3 !
(KY) (mA) Gay | ey |
20 25 25 4.3 Ell 375 [ 419 +12 ’E
20 25 50 1.07 E11 143 | s2s | oers E
20 25 75 s77810 | 202 | 2987 | w9 |

20 25 25 .78 811 | o0 | 913 0.7

30 2 50 206 £11 | 193 | 198 | 423

20 25 75 L0911 | 3.6 | 73.0 | ese

50 25 25 2.3 e12 | wese | 1s05 | 179
<0 25 50 .33 E1L | a1 sug | igg g

| so s 1 s 2.81 E1L | 165 | 137 | 175

PIN DIODE MEASUREMENTS. With the exception of the diode bias voltage and the

type of collimator employed, the experimental set-up for the PIN diode is very similar to that
for the SEMIRAD. As discussed by Palkuti [1], the operating bias voltage of ihe diode must
be zero volts. The diode radiation shield and collimator aperture assembly is constructed of
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tantalum. Since the present diodes dre not operated above 00 keV no turther shielding s

required. An example plot of X-ray tube current (intensity) vs. dose rate 1s shown in Fig. 4.

i i i
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Figure 4: Facility Dosimerry Plot Using PIN Diode

PMOS TRANSISTOR MEASUREMENTS. Dehdded PMOS devices were tirst irradiated

in the calibrated PL free-tield Cobalt-60 gamma facility, and gate threshold voltage shifts versus
total dose were recorded "in situ”. Log-log plots of the change in gate threshold voltage versus
applied total dose for three dose-rate levels (6, 12, and 20 Krad(Si)/min.) are presented in Fig.
5.

The same class of PMOS transistors were then exposed at a dose rate level of 16.4
Krads(Si)/min. (as calibrated by the PIN diode) in the X-ray environment using a 50keV
spectrum. Representative data is plotted in Fig. 6.
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NCLU

As shown in Tabie I, the calculated radiation intensity and diode current using the
theoretical X-ray tube spectrum combined with spectral attenuation calculations due to air
shielding and other filter materials was accurate to within 20% when compared to the response
of a calibrated SEMIRAD detector. These results confirm that the analytical techniques used in
this program lead to accuracies required by MIL-STD-883 (=20%) for radiation effects studies.

PHOTCOEF calcuiations of silicon dose deposition using the intensity/spectral model up
to 50 keV also prove to meet MIL-STD-883 accuracies when compared to the experimental

measurements using the calibrated Aracor PIN diode as shown in Table II.

Table II
Anode Tube Distance Calculated Measured Error |
Voltage Current (em) Dose Rate Dose Rate % i
(KV) (mA) (rad(Si)/sec) (rad(Si)/sec) i
50 25 25 S40 680 +20.5
30 25 25 325 344 +5.7
20 25 25 187 150.5 -2.1

This data adds confidence that the PIN diode in conjunction with the PHOTCOEF transport and
deposition calculations will provide acceptable dosimetry calculations for a variety of materals
and test geometries. |

Figures 5 & 6 show little device-to-device variation (error bars fall inside the dots) in the
This

sensitivity curves for the PMOS transistors exposed in Cobalt-60 or 50 keV X-rays.

preliminary data shows promise for application of these device structures as dosimeters.
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Furthermore. they provide a direct correlation to Cobalt-60 as discussed in the referenced ASTM
guidelines [1].

The confidence associated with the procedures developed in this eftort will be extended
into a complete calibration of the X-ray test chamber. At the present time, the dosimetry.
accurate to within [0% and the analysis techniques. accurate to within 20%, can be applied with
confidence while operating the X-ray source from 8-50 keV. Additional work is required to
extend the complete experimental characterization of the facility over a broader range of X-ray

energies. A later paper will report on ongoing work in this area.
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ULTRAWIDEBAND ANTENNAS WITH LOW DISPERSIGN

Albert W. Biggs
Professor
Department of Electrical and Computer Engineering
University of Alabama in Huntsville

Abstract

Ultrawideband (UWB) radars or impulse radars are characte-
rized by very wide bandwidths and commensurate fine range resolu-
tion. Applications include target identification in the regime of
resonant frequencies of target aircraft, foliage penetration, and
ground penetration for subsurface detection.

These radars often use “chirpad”™ or pulse compression to
increase radiated peak powers and subsequent range capabilities.
Many UWB radars are designed without adequate knowledge or ability
to design antennas which maintain adequate pulse waveform. While
the input pulse to an antenna may be a damped sinusoid of 10-20
nanoseconds, the output is often a dispersively damped sinusoid
of 10-20 microseconds. This paper studies UWB antennas which will

reduce pulse distortion by decreasing frequency dispersion.




ULTRAWIDEBAND ANTENNAS WITH LOW DISPERSION

Albert W. Biggs

INTRODUCTION

Many antennas are highly resonant, operating over bandwidths
of only a few percent. Such "tuned,” narrow-bandwidth antennas
may be entirely satisfactory or even desirable for single frequen-
cy or narrowband applications. In many applications described be-
low, however, wider bandwidths are required.

Ultrawideband (UWB) radars or impulse radars are characte-
rized by very wide bandwidths, larger than 25 percent of center
frequency, and commensurate fine range resolution. UWB radars are
useful for target identification [1] in the regime of resonant
frequencies of the target aircraft.

They also have applications in short range side looking air-
borne radar (SLAR) for foliage penetration and point defense
against low-observable sea skimmers (1] because of increased range
resolution available with pulse compression in synthetic aperture
radar (SAR). Potential ECM and weapons applications of UWB tech-
niques include pulse compression to increase radiated peak powers
and developing UWB antennas to reduce pulse distortion by decrea-
sing frequency dispersion.

A survey (2] of UWB and frequency independent antennas from
1945 to 1962 describes discone antennas, Archimedes spirals, equi-
angular spirals, logarithmic periodic antennas, and many versions
of log spiral and log periodic antennas. These antennas are

brought to the present with a review paper by R. C. Hansen (3].
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UWB_AND FREQUENCY INDEPENDENT ANTENNAS

The preceding applications can be achieved with UWB and fre-
quency independent antennas. A basic UWB moncpole antenna fed
with a coaxial (unbalanced) transmission iine 1s the volcano smoke
antenna [4]. By gradually tapering the inner and outer conductors
0of a coaxial transmission line, an UWB antenna with an appearance
like that of a volcano crater and a puff of smoke 1s created. The
ratic of outer to inner conductor diameter is relatively constant
with the gradual smooth transition from coaxial line to a radia-
ting structure, providing an almost constant nput impedance over
wide bandwidths. Since radiation occurs from narrower regions at
shorter wavelengths, the radiation pattern tends to be relatively
constant. These properties make the volcano smoke antenna a basic
UWB monopole antenna. This antenna was built and tested at Har-
vard University Cruft Laboratory, and the impedance bandwidth was
very broad as anticipated.

A basi~ UWB dipole antenna has two conductors, each resem-
bling an Alpine-type horn used by Swiss mountaineers, with a two
conductor (balanced) transmission line feed. It is called the
twin Alpine horn antenna (4], which resembles a pair of Alpine
type horns used by Swiss mountaineers. In the twin Alpine Horn
antenna, a uniform transmission line section at the left gradually
opens out until the separation is a wavelength or more with radia-
tion from the curved region forming a beam to the right. The con-
ductor spacing diameter ratio is constant, making the characteris-
tic impedance constant over a wide bandwidth. Since radiation oc-

curg from narrower regionsg at shorter wavelengths, the radiation
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pattern tends to be relatively constant. These properties make
the twin Alpine Horn a basic UWB antenna.

A compact version of the twin Alpine horn has a double ridge
waveguide as the launcher on an evponentially flaring two conduc-
tor balanced transmission line. The design in Fig. 3 inciudes
features used by J. L. Kerr [5] and by D. A. Baker and C. A. Van
der Neut [6]1. The exponential taper is of the form

Y = K(1) exp [K(2) X]
where K(1) and K(2) are constants. The exact curvature 1s not
critical provided it is gradual. The fields are bound sufficient-
ly close to the ridges that the horn beyond the launcher may be
omitted. The design shown is a compromise with the top and bottom
of the horn present but solid sides replaced by a grid of conduc-
tors with a spacing of 0.10 wavelength at the lowest frequency.
The grid reduces the pattern width in the H plane, increasing the
low frequency gain. The cylindrical end sections [71-[8] reduce
the back radiation and VSWR. Absorbers on the top and bottiom of
the ridges or horn alsc reduce back radiation and VSWR.

TEM horns [9]1-{12], with flare angle and plate widths chosen
so only TEM modes are guided by maintaining constant impedance,
and reduce dispersicn (13]-{14] found with broadband or frequency
independent antennas. TEM horns are made by taking out opposite
sides of a pyramidal horn so that a two conductor line is formed
by 1sosceles copper triangles. The effects of resistive loading
of the above TEM horns were measured by M., Kanda {15]-(16], who
agssisted Sandia engineers in designing a similar TEM horn, and M.

C. Bailey [17], who used either end loading or distributed loading.
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A short TEM horn with a continuous tapered resistive loading
was developed at the Electromagnetic Fields Division, NIST,
Boulder, Colorado, for transmission of picosecond pulses with
minimum distortion. It was found to be broadband and nondisper-
sive with a low VSWR. The receiving transient response of the
registive loaded horn indicates the waveform of a 70 ps impulse
was well preserved.

An antenna (18] developed at Phillips Laboratory, Kirtland
AFB, combines a parabolic reflector ted by a conical TEM wave
launcher. This launcher supports a step-liike TEM wave on two or
more conical conductors leading from some apex to the edge of the
parabolic reflector. The antenna requires careful design of (1)
switches with individual encapsulation, which serve as sources,
(2) lenses near switches to provide higher dielectric strengths
and to focus the outgoing wave, (3) sulfur hexafluoride region
because of high power levels, (4) feed and launcher, (5) termina-
ting impedances, and (6) parabclic antenna surface.

A ridged horn antenna was fabricated at Phillips Laboratory.
The design begins with transitions from coaxial lines to single
and double ridged waveguide sections in the construction of broad-
band ccaxial-line-to-waveguide transitions [19]. Antipodal {in
line horn antennas were also fabricated at Phillips Laboratory.
With pulges less than 2 nanoseconds, anticipated dispersion was
mild and not unexpected.

Since wide bandwidth antennas were desired, frequency inde-
pendent antennas [20] were studied. Log periodic dipole arrays

(LPDA) were made [21] and fed transient input pulses. With an




input pulse of duration T. dispersion broadens the radiated pulse
directly as the difference between the low and high frequency per-
iods of the LPDA and inversely as the tangent of the half angle of
the LPDA. Amplitude and phase transfer functions were measured to
use matched filter techniques. Use of phase conjugate functions
[22], which were experimentally verified [231, produce pulse com-
pression similar to that in synthetic aperture radars (241].
Transient analyses and experimental verifications were made
at Phillips Laboratory by A. W. Biggs of a dipole, a pyramidal
horn, and a LPDA [25]). His analytical models are described in
papers similar to the those of K. Langenberg for LPDAs [26) and L.
Marin [27] for dipole antennas. Another highly dispersive antenna
is the spiral antenna, which igs also an UWB antenna for steady
state conditions. Pulse compression techniques for LPDAs is
described in papers by A. W. Bigge and P. Ranon (28] and V. A.
Yatskevich and L. L. Fedosenko [29], where reduction of dispersive
effects was done with pulse forming (28] and redesign [291].
Discussions with M. Kanda at NIST would result in use of his
TEM horn facility for antenna pulse measurements. A. Ondrejka,
highly qualified in pulse measurements, may assist in measurements
(301-{32])]. 1Interest in low-observable sea skimmers will result in
an UWB antenna with microwave-millimeter frequencies in the pulses
to discriminate against scatter from ocean waves [33], so that the
configuration will resemble a fruit basket proposed by C. E. Baum
at Phillips Laboratory. The foliage penetration radar (331 can be
satisfied with a 20 to 50 Megahertz monopole-square loop array

with resistive loading [(9]. This antenna array will discriminate
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against the higher frequency vegetation clutter [(33] clutter, and
identify the larger targets below the foliage. The monopole,

quarter wave with resistive loading, will transmit, and the square
loop will receive with a different polarization. The two antennas
can be combined. High power microwave (HPM) antennas will be

formed for square arrays and parabolically fed reflector antennas,
centered around the pulse width transmitted (actually the inverse

of the pulse width).

TRAVELLING WAVE ANTENNAS

A travelling wave antenna is one where fields and currents on
the antenna can be represented by one or more travelling waves.
Radiation occurs at discontinuities; when such discontinuities are
clogsely spaced or are continuous then the antenna modes are leaky
waves and radiation takes place continuously. In most cases radi-
ation is unidirectional. Examples of travelling wave antennas are
helical antennas, dielectric rod antennas, and long wire antennas.
When the antennas are .ncorrectly terminated, reflected waves
exist and the combination of oppositely travelling waves create
standing waves. Antennas which support standing waves are travel-
ling wave structures.

Linear antennas such as monopoles, which usually support
standing waves, become travelling wave antenns when a resistance
i8 inserted a gquarter wavelength from the end of the antenna [34].
However this design doesn’'t create wideband characteristics for
short pulse transmission because the value and location of the

loading of the resistor are frequency dependent.




A unique use of a wire antenna (35] for detecting buried
objects has the same horizontal wire acting as both transmitter
and receiver, so that a pulse applied at the end of the wire
(about 0.1 meter above the ground surface is detected by a current
probe further olong the same wire. A second, later pulse reflec-
ted from the buried object is also detected further along the
wire.

A better structure is a V-shaped dipole operating in an end-
fire mode is described by Iizuka [36]), who developed a theory for
single frequency operation. This antenna will support a TEM
travelling wave of constant phase velocity, and is known as a TEM
horn antenna.

A practical form of the TEM horn antenna is described by
Wohlers {37], who developed an antenna whose characteristic
impedance varied along the boresight axis of the antenna. Correct
tapering of the impedance results in minimal internal reflections,
while end loading and a balance feed structure reduce discrete
reflections. It has a shape like a fish or teardrcov, fed at the
head of the fish or wide end of the water drop, and a conventional

TEM horn described earlier.

SUMMARY

The antennas that can be used successfully for subsurface
radar applications and target recognition are iimited. This is
because of the wide bandwidth required and large wavelength in
relation to preferred antenna size. For Frequency Modulated CW

gsubsurface radars, the choice is wider than for the short pulse




applications. The egquiangular spiral antenna 1s useful where an
extended i1mpulse response 1s acceptable, but under conditions when
the :mpulse response must be more limited the continuously loaded
dipole or travelling wave antenna s preferred.

Effects of radiation and leakage are also factors 1n design
of low digpersion UWB antennas. These are described by A. W.
Biggs and E. A. Baca (38], in a paper to be presented at the
National Radio Science Meeting January 5-8, 1993, in Boulder,
Colorado. The abstract appears i1n Appendix A. A related study is
the radiation fields from two wire transmission line anternas with
varying lengths., by A. W. Biggs and E. A. Baca (38], 1in another
paper to be presented at the National Radio Science Meeting. The

abstract appears 1in Appendix A.




APPENDIX A

RADIATION LOSSES FROM TEM TRANSMISSICON LINE ANTENNA FEEDS

Albert W. Biggs® and Ernest A. Baca

Phillips Laboratory, Kirtland AFB NM &71.17

Abstract

TEM transmission line antenna feeds discussed here are
grouped into open wire lines, shielded wire lines, strip lines,
and conical lines . Although pairs of conductors and multiplici-
tieg of conductors are open wire lines, only two wire lines are
considered because the application 1s feeding short dipoles, half
wave and full wave antennas, loop antennas, helical antennas,
biconical antennas, and TEM horns. Although open wire lines are
simple and economical, they are unusable at high frequency because
of excessive radiation loss. Shielded wire lines, such as coaxial
lines, overcome the radiation problem.

Strip transmission lines have conductors i1n the form of flat
parallel plates or strips, but open structures also suffer radia-
tion problems at higher frequencies. As the strip width approa-
ches zero, the two wire line configuration is approached. As the
width approaches infinity, losses approaches zero, but this is not
realistic.

Several antenna feeds are associated with conical lines. One
line has two conductors each resembling an Alpine~type horn used
by Swiss mountaineers. When the curved conductors are straigh-

tened into regular cones, they become a V-shaped conical feed.
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When aligned colinearly, a biconical feed is formed. If the lower
cone angle increases to 180 degrees, a feed with a conical section
above a ground plane is reached.

Other variations i1nclude a right cylindrical cone cut by two
planes passing through the apex, forming a rectangal at the base
of the cone. The two conductors can be the isosceles triangles in
the two planes cut by the cone or the curved cone sections cut by
the planes. These feeds provide wide band coupling to TEM horn
antennas because a constant characteristic impedance i1s maintained
as the feed cross section increases or decreases.

This evaluation was made because losses due to radiation from
antenna feeds is usually neglected, but with higher frequencies in
pulsed waveforms and high power microwave sources, these are no
longer negligible. Losses are calculated for two wire, parallel

strip, and conical TEM feed lines, with associated fields.

*Vigiting Faculty at Phillips Lab until 15 Sept 82, then
Electrical and Computer Engineer:ing Department, University of

Alabama in Huntsville, AL 358909.




APPENDIX B

RADIATION FIELDS FROM TWO WIRE TRANSMISSION LINE ANTENNAS

Albert W Biggs* and Ernest A. Baca

Phillips Laboratory, Kirtland AFB, NM 87117

Abstract

The family of antennas analyzed and described here originate
with two parallel linear perfectly conducting, infinitely thin
wires. Spacing between antenna elements is much less than the
source wavelength. Excitation currents are constant along the
wires, flowing in opposite directions.

Families of these antennas are formed by varying the length
of the two wire lines. When length is small compared with the
source wavelength, the antenna becomes a pair of infinitesimal or
Hertzian dipoles. With longer lengths, they are similar to wave

antennas (H.H. Beverage et al, AIEE Trans., 42, 215-266, 19 13,

transmission line antennas, and horizontal antennas buried in

Antarctic ice and snow (A.W. Biggs, IEEE Trans. AP-16, 201-208,

1968. Wave antennas, or Beverage antennas, are single long low
wires above the earth's surface, first erected on Long Island and
in Scotland in 1923.

Transmission line antennas are single wires above perfectly
conducting ground planes so that the lines and their images form a
two wire transmission line. These are encountered with coaxial
feeds on aircraft, where outer conductors terminate on the air-

craft surface and the inner conductor continues slightly and then




bends to be parallel with the surface. Terminations may be short
or open circuits and mismatched or matched loads, Matched lcads
simulate constant current excitation, while other loads introduce
standing waves.

When lengths increase to several wavelengths, broadside or
main lobes increase in magnitude, side lobes increase in number
and magnitude, and mainlobe and sidelobe beamwidths decrease. As
antenna lengths reach infinity, mainlobe and sidelobe beamwidths
reach zero, and the mainlobe increases in the form of Dirac Delta
functions.

Antenna patterns are presented for the above varying lengths.

¥Visiting Faculty at Phillips Lab until 15 Sept 92, then Elect and
Compu Engr Department, University of Alabama in Huntsville,

Huntsville, AL 35899
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OPTICAL ANGLE-ANGLE DOPPLER IMAGING

J.K. Boger
Assistant Professor
Laser Optical Engineering Technology
Oregon Institute of Technology

ABSTRACT

A coherent imaging experiment has been done where the modulus and phase were
measured directly using a heterodyne technique. Information gathered in the transform plane
was manipulated to improve the final image over an image constructed from a distorted wave
front. Differences between up-link and down-link distortions were investigated and
experimental results obtained are presented. Doppler information was also obtained and
analyzed for translating and rotating targets. Results of averaged speckle images obtained
from Doppler broadened data are presented.
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HETERODYNE CONCEPTS

Coherent imaging is a process of collecting target data in the Fourier plane and then
spatially transforming it to construct a final image. Normally, a positive lens does this spatial
transform, resulting in a real image. But the coherent imaging process gives us the privilege
of working with the data for our benefit. One such benefit explored here is the atter..pt to
remove phase distortions from the wave front for a clearer image. Also of interest is the fact
that the Fourier plane contains additional target information not recovered by a lens.
Information such as target velocity is lost when imaging with a conventional glass lens, but
may be recovered using the proper techniques. These techniques include recovering the
modulus and phase of the wave front in frequency space. There are several methods of
achieving this goal.> Here the field was measured using a heterodyning process of data
collection.

One of the great advantages of heterodyne is the direct measurement of phase. Itisa
cleaver method used to measure the phase of a wave whose frequency is far beyond the reach
of direct measurement. When dealing with the ultra-high frequencies of light, we must resign
ourseives to the use of intensity detectors which implies the loss of phase information. This is
due to the fact that intensity ( or more correctly, irradiance) is proportional to the square of the
electric field, UT.

[ = U, 0 Ur(F, 0 1
where
Ur(T, 1) = E(D) e-ifert+ 1) 2

Here the frequency information is represented by w, ¢ carries the phase and 1is a
proportionality constant. The position vector r locates a point in the pupil plane. Evidently
the electric field, Ut had the phase information in it but the multiplication of the phase with
its complex conjugate effectively looses this information.

Heterodyne circumvents the loss of phase by mixing two waves at slightly shifted
frequencies and recovering the cross product produced after squaring the superposition. This

is better explained with the relatively simple mathematics of superposition. Equation 3 is the
superposition of the two fields.

Urotar(T, t) = Ur(F, t) + Uro(T, 1) 3
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where
Upo(F, 1) = E(P) etlonot + pro) 4

Squaring the superposition given in equation 3 gives
x x
IroraL = It + lpo + nUpULo + nU gUr 5

The first two terms in the intensity are of little interest but the last two terms represent the
heterodyne signal. This heterodyne signal can be written explicitly in terms of modulus and
phase as in equation 6.

Su(F, 1) = NELOMET(D) {ellont + ) + e-ilont + o)) 6

Here the intermediate frequency wyg, is the difference between the local oscillator frequency
wy o and the target frequency wT. Similarly, the net phase o is the difference in phase
between the two mixing fields. The physical effect is to produce an oscillating intensity at the
detector. The heterodyne signal can be Fourier transformed in time to expose the modulus
and phase of the mixed field in the detector plane.

SH(F, +WE) = nELO(aET(F) {e‘(‘P)} 7
SH(r, -wi) = NELoA DENT) {e‘i(‘P)) 8

The heterodyne process is repeated pixel by pixel over a the entire 64x64 detector
array to generate two dimensional maps of the modulus and phase. The maps are then
multiplied together to generate a field which is inverse spatially transformed to construct an
image. The net result of this process is shown in Figure 1, precisely as it is displayed on the
Trapix monitor. The single speckled image was produced by a reflective metallic sharks tooth
which is describzd in the next section.

After the mi. dulus and phase information has been determined, data analysis can
begin. Here data analvsis refers to the manipulation and interpretation of the phase in
frequency space. A simple manipulation could be to take the complex conjugate of the phase
to reverse the final image. In this way it is possible to flip the sharks tooth image to match the
incoherent image in Figure 4. An interpretation of the data would be measuring the linear
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Figure 1. Speckld imaging results using the heterodyne process.

phase shifts to determine a position shift in the calculated image. This concepts is an
important foundation in this work and merits further explanation.

The key to successful data manipulation is to remember how the changes will be
spatially transformed. The Fourier transform of a linear phase is a spatial position shift in the

result.
F-Yfeil2mel] = (x - x) 9

{t is important to keep in mind that  is a spatial frequency and not temporal. The linear
phase is revealed in the data as waves of tilt. Figure 2 illustrates the difference between a
small and large linear phase. The data for this figure was taken from Doppler broadened data
for clarity. The images are only portions of a reflective target which are clearly spatially
shifted relative to each other. With the linear phase shift evidenced in the Figure, it is only
natural to ask what are causes for this effect.
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Figure 2. Large spatial shxft relative to a smaller shift

There are three simple ways to produce a linear phase. The first and simplest way is
to reposition the target in the illuminating beam. The second method is to introduce a
misalignment between the target beam and the local oscillator. As an experimental technique
it is normal to adjust the position of the target within the illuminating beam and re-center the
image by adjusting the local oscillator alignment. Finally, it is possible to force the spatial -
shift by multiplying the phase directly by a linear spatial frequency. The important point to
keep in mind is that the experimenter is in control of the spatial position of the image through
the phase manipulations.

EXPERIMENTAL ARRANGEMENT

The expenimental arrangement used was similar to the heterodyne arrangement used
one year ago. Figure 3 diagrams the basic optical arrangement used for both the transmissive
and reflective targets. Many of the experimental details were reported on last year and

iteration here will be minimized.3

The laser used was an argon-ion laser of 500 mW power and operating at 514 nm single
line.Two accousto-optic modulators were responsible for separating the frequency of the two
beams by 8 hertz. The CCD camera was reset at a rate of 64 hertz and each frame consisted
of 64x64 pixels, 15 pum on center. The maximum reset rate for the camera was 128 herz.

Data acquisition was achieved using the Trapix image processing environment. The Trapix
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had a maximum of 512 frames of data storage capability. The transform lens used was a 50
cm focal length lens with 63 mm diameter.

Laser output
P 6

: Phase-up
Reflectivd * Path, reflective
T h :
] : Variable
Polanzing : Attenuator

beam splitter NI

i

Transmissive Beam expander

Target
Transform lens
L Spatial
Non-polarizing 4 Collimating lens Filter
beam spliuier | J2 _9 ] //

Camera

Figure 3. Expenmental arrangement.

The speed of the lens is slower as mounted in the experiment due to a glare stops acting as
aperture stops. The glare stop was placed near the lens and had a diameter of 50 mm.

Two optical changes were made in the arrangement as compared with the previous
heterodyne experiment. First, the large beam splitter used to recombine the two arms of the
interferometer was replaced with a non-polarizing beam splitting cube. This was done to
reduce the interference fringes arising from multiple reflections in the flat beam splitter. The
second change concemns the placement of the transform lens. Last year the lens was placed
after the recombination of the optical fields. This year the was placed before the
recombination. This necessitated the use of the collimation lens after the spatial filter.
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The arrangement worked well for the experiment with few exceptions. One notable
problem was a very low frequency noise in the local oscillator. The source of this fluctuation
was not the laser. This suggest that the problem is in the accousto-optic modulator.
However, if the modulator is the problem, it was not due to the frequency input which was
very stable. Instead, the diffraction efficiency of the crystal seemed to vary as if the incident
angle was changing due to thermal variations. The crystals were liquid cooled.

Finally the targets used should be described. Both the transinissive and reflective
targets used were the same as those used last year. The primary transmissive target was the
NRC RES-1 resolution bar target. Speckle was achieved by covering the 0.5 mm bar target
with plastic tape. The incoherent image of the transmissive target, as well as a typical
speckled image and average speckle image are shown in Figure 4a. Figure 4b shows the same
sequence of images for the reflective target used which was the 6 mm wide metallic sharks
tooth.

- R S
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LENS Inp6E PSPECKELE AYERAGE
a

LENS InAGE [ SPECKLE AVERAGE
b

Figure 4. a) Transmissive bar target. b) Reflective sharks tooth target.

PHASE-UP

The name given to the process of removing phase distortions is phase-up. This work
has been done by ciher investigators in the field and is repeated here to complete the imaging
procedures.® A simple outline of the mathematics behind phase-up greatly facilitates the
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discussion. A more detailed treatment has been presented by Dr. R. Anderson in a report
submitted to the Phillips lab Imaging branch (LIMI). The discussion to follow considers only
static targets, either transmissive or reflective.

QOur investigation of phase distortions begins by mathematically quantifying them in
the electric field expressions.

Ur(S,t) = Er(He (@ +y+ o) 10
U (T, 1) = B e il®™+owt) 1

The difference between these expressions and the electric fields given in the last section is
that the characteristics of the target are represented by elY while the distortions in the target
and local oscillator wave fronts are represented by e!® 'and ei%" respectively. Distortions in
the local oscillator are an experimental parameter and can therefore be controlled. Distortions
in the target wave front are usually an unavoidable consequence of imaging through the
atmosphere. Consequently the principal effort in phase-up was to remove target distortions.

The heterodyne process combines the phase from each wave front giving a net phase
distortion seen in the heterodyne signal.

Su(F, t) = NELo(DEX(D {eilent+9+2) 4 elor + o+ )} 12

Here, as in equation 6, @ = @" - @' and wyf is the intermediate frequency. The information
we seek is in elY. When the temporal Fourier transform is done we are left with a modulus
and phase.

Su(T.+wir) = NELo(DENT) eivel® 13

The phase distortion term in equation 13 is in bold to emphasize that we have isolated the
negative effect on the wave front and consequently should be able to remove it. The idea
behind eliminating e!¥ is identical to the way phase information was lost when detecting light
with an intensity detector. That is, multiply the phase by the complex conjugate of the same
term. Our goal at this point is to measure e!? without the target. information, e'Y. This was
accomplished by replacing the target with a transmissive pinhole.
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The size of the pinhole was calculated so that the transform of it was a very broad
sombrero function in the Fourier plane. The pinhole simply replaced the target in the
transmissive imaging experiment. For the reflective experiment, it was necessary to redirect
the target beamn as shown by the dotted line in Figure 3. An alternative method of phasing-up
was tried by replacing the target with a small ball bearing. This method produced very poor
phase calibration due to spherical aberrations and micro structure of the ball. The temporal
transform of the pinhole data is given by equation 14.

SHp(T.-w15) = NELDENT) e® 14

The computer algorithm which is responsible for calculating the field does so by
discretely calcuiating the modulus and phase. Consequently is was a simple matter to isolate
el?. Notice that the negative frequency component of the transform was chosen since it
represents the complex conjugate of the phase distortions sought. Simple muitiplication of
this measured distortion with equation 13 removes the unwanted phase and leaves the target
information in unaltered. An additional effect may be that the pichole phase has a linear
phase shift associated with it in addition to possible phase distortions. Figure 5 shows the
transmissive bar target image constructed after collecting pinhole phase infcrmation. No
phase distorter was used. The pinhoie was intentionally shifted to produce a linear phase,
thereby off centering the final image. This is the effect of multiplying the field by a linear
phase as discussed in the heterodyne concepts section.
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LIMEAR PHASE - AYVERAGE
Figure 5. Off centering the final image with a linear phase-up.

Removing atmospheric distortions are the principal interest in the area of advanced
coherent imaging. Distortion in the wave front can occur when the illuminating beam
propagates from the source to the target. This is referred to as up-link distoriions. So called
down-link distortions occur when the coherent radiation propagates from the target to the




detector. Each distortion could be investigated separately and was. It was only a matter of
placement of the phase distorter in the experiment.

The first result shown focuses on the up-link distortions. The distorter was a thick
piece of a plastic sandwich bag placed in the target beam before the reflective target. After
extensive investigation, it was determined that the up-link distortion had very little effect on
the averaged image. A simple explanation for this is that the distorter does little more than
introduce an arbitrary phase in the wave front exactly as the microscopic structure of the
target does. This is not a negative effect since there is no target information in the wave front
to disturb. We could not hope to separate the phase variations caused by microstructer verse
up-link distortion. Luckily, as the experiment suggests, it makes no difference!

Down-link distortions are a completely different matter. Keeping in mind that the
wave front is carrying target information on the down-link, any distortions will obscure the
image sought. Figure 6 displays the results from the down-link experiment. The conditions
and procedures were the same as in the up-link experiment. Clearly the top image, which is
the uncorrected image has been obscured by the distorter while the corrected bottom image is
much better.

DOPPLER IMAGING

Possibly one of the greatest benefits associated with the heterodyne process is the
ability to retrieve and process Doppler broadened data. Figure 7 is the frequency plot for a
static target. In this plot the peak is very narrow and centered on 8 hertz, the frequency
separation between the A-O modulators. Figure 8 is the frequency spectrum of a rotating and
translating target. Clearly the Doppler effect is present. This section of the report discusses
the basic concept of the Doppler effect and presents the significant results obtained. Doppler
shifts in the target frequency occur when the illuminating beam reflects off of a moving
target. If the movement is purelv radial, the effect should be a simple shift in'the narrow
frequency curve away from the 8 hertz position.The shift in frequency is evident in the
Doppler equation which reduces to

v =Af A i5
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Figure 6. Results of down-link phase-up corrections in the reflective target.

Figure 7. Frequency spectrum from a static target.

Recalling that the illuminating laser was operating at a wavelength of 0.514 mm, it is clear
that very small velocities will create very large frequency shifts. It is because of equation 10
that the velocities of the laboratory targets were always on'the order of microns per second. It
is a fair question to ask what this Doppler shift looks like mathematically.

The frequency of the beam suffers a shift upon reflection from the target. This

frequency shift is part of the phase that mixes with the local oscillator wave front yielding a

shifted heterodyne signal given as
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Sup(T, t) = n Uro(® Ur(D) {eilr + wnt s ool 4 ey +wy » o)) 16

If the motion of the target were restricted to uniform motion along the line of sight, the
frequency curve would look exactly as it does in Figure 7 except that the peak would be
shifted away from 8 hertz. It should also be noted that the velocity of the target is not
restricted to small values since the shape of the curve remains narrow. To compensate for
large in-line motions it is possible to separate the intermediate frequency arising between the
modulators. This was done in the lab using a Klinger motorized stage to move the target at 5
mm/sec while the modulators were separated by 10,000 hertz. The frequency spectrum was
recovered as weii as a processed image. Unfortunately few targets have such restricted
motions.

The more challenging target motion is rotational. In this motion, the frequency

spectrum broadeneds as seen in Figure 8.

16HZ

Figure 8. Frequency spectrum from a rotating and translating target.

Mathematically, the signal has now been distributed through a range of frequencies. The
temporal Fourier transform yields a term which is genuinely a function of frequency unlike
the static case were all of the information was at a single frequency.

Sup(f, ) = 1 Upo(d) Ur(D) {eil)] 17
Notice that this transform differs from the transform presented in the Heterodyne Concepts
section in two important respects. First, the independent w variable no longer carries an IF
subscript since it is representing a range of frequencies. Second, the phase of the target. ¢iY is
subscripted by w to emphasize the fact that the phase changes as the Doppler shifted
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frequency changes. This range of frequencies is a direct result of having different regions of
the target moving with different velocities. In the case of a purely rotating target, the center
of the target has no net motion. consequently no Doppler shift. But the edges of this target
would be at a maximum velocity relative to any other point in the target and this region
would be responsible for the maximum Doppler shift. In other words, if the target were
divided into several discrete sections, each would carrier its own unique modulus and phase.

The range of frequencies the data can be processed at restricts the region of the target
which can be imaged. It is possible to develop a formula which predicts the physical size of a
region on the target which has the proper velocity. Figure 9 shows the geometry for this
situation and equation 18 relates dr to df.

AW

O
-y

Figure 9. Target region imaged by discrete frequency
or=0 18
w

Here of represesis the smallest frequency division we have processed at. Usually this is 1/8th
hertz which corrcsp;mds to 512 frames of data. This concept of relating the number of frames
of data to the width of a strip in a target which is important to image reconstruction and
warrants some explanation.

To begin with, it is necessary to know the frequency range where our data may lie.
Since the camera is acquiring data at a rate of 64 hertz, the smallest time interval it can
separate is about 0.0156 seconds. When this time interval is transformed into frequency
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sez. .t is clear that our frequency range is 64 hertz. This means that the actual frequency
dz.:2s between -32 hertz and +32 hertz. To find the smallest interval in frequency space, it
iszzssary to know the number of data points which have been processed. This leads to the
ce=zt of the frequency bin. Frequency bin size is inversely related to the number of data
pas orocessed. In this experiment the maximum number of frames was 512. If all 512
frzes of data were processed, than the frequency spectrum would have 8 calculated points
peniz It then follows that 32 frames would allow for one point per 2 hertz in the

serum. Consequently, 512 frames yields a very narrow strip of the image when one
feiency component is processed while 32 frames images a larger portion of the target. This
iszarly evident in Figure 10 where four strips of an image are produced from the same
fruency value but a different number of frames processed. The left image was produced
arr > 2 frames were processed while the right image was produced after processing 512
frzes.

" InAGE
'32 FRANES

512 FRANMES

Figure 10. Image strips from a) 32 frames, b) 512 frames

As a consequence of the frequency bin size, the range of the target which can be
imea at one frequency bin is restricted. This means that different positions in the target are
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imaged at different frequencies. A siiift in the position of an image is produced by a linear
phase bias. It the linear phase is large, the imaged portion of the target is considerably off
center. If the linear phase is small, the imaged portion of the target is near the center. This
linear phase shift is easily seen in the phase map as a number of waves of tilt in the wave
front. Figure 11 is a picture of the last three calculated modulus, phase, image and average
images. The data was obtained by processing 512 frames and the total image was constructed

from 7 discrete frequencies.
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Figure 11. Last three processed frequencies from a rotating target..
Figure 11 suggests that another important effect is being observed in the data

processing; averaging of a speckled image. By using the theoretical frequency bin size with
equation 18, we should only be able to see a strip of the target which is 0.06 mm in width!
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Clearly as seen in Figure 11 we see a far larger portim of the target at each processed bin. [f
closely spaced frequency bins are processed. the spexied image strips overlap as graphically
depicted in Figure 12.

Image
overiap
region

Figure 13. Overlap of processed meckled image strips.

This overlap turns out to be an advantage because the speckles are scanning thus each image
strip is from a slightly different speckle perspective. ¥hen 512 frames of data are acquired
the speckle perspective has changed numerous times The speed of the transverse speckle
scan can be determined by cross correlating the moduus from two consecutive 16 frame data
sets. This process is outlined in the Heterodyne repor from the summer of 1991.2 The
overall effect is the surprisingly good average image: >btained by processing the maximum

number of frequency bins in the Doppler broaden sp«:rum.

To improve on the average, the most logical sep would be to average a greater
number of images. But the number of images produ=d from the Doppler broadened data is
limited by the width of the spectrum containing imag information. The width of the
spectrum is directly related to the velocity of the imaze. So, targets with larger velocities
should provide more images to average. Of course emuation 18 suggests that the image strips
should be getting narrower and this is the case. But, is can be seen in Figure 13, the overlap
region of speckle smearing is about the same for bott -elorities. This Figure is also good
evidence of the fact that the image strip is getting smuler as the velocity increases as our
cquation predicted for the Doppler effect. Figure 14 dsplay the average images obtained
from targets rotating at the net radial speed give in th: previous Figure. The image appears to
fill in as the velocity increases, but as with all things tere is a limit to the improvements.
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Figure 13..The effect of target speed on image width.

Note that the image in these figures has been magnified three times.

SUNnNEBD. ITNAGE

SUNMED,
-.-n- -

INnGE
¥ o

¢
IR,

Figure 14. Averaged images at different target speeds.
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The last topic to be considered in the Doppler imaging work to this date is the ettect of
aliasing. Clearly all experiments are bound by some effect which limits the usefulness of the
process and in the case of Doppler imaging it is the effect of under sampling the higher
frequencies. The primary problem is the very large frequency shifts associated with light. In
this experiment. the limit on rotational motion was about 2.5 radians per second. There are
two effects to consider here. The first is the effect of the entire frequency plot riding on a DC
bias. This bias is the result of many higher frequencies bleeding into the data and the effect is
a growing level of noise in the image. This is clearly evident in the two images of Figure 14.
The second effect occurs when the width of the broadened curve begins to overlap the lower
frequencies. This effect is shown in Figure 15 where three frequencies have been processed.
Notice that the ghost image becomes more pronounced as the lower frequencies are
processed. Also notice a definite linear phase which is not the same as the target. This
suggests a possible linear phase filter. The final Figure shows the 3 hertz signal of Figure 15
along with its frequency spectrum.

AVERAGE

AVERAGE

PHASE IIIAGE AVERAGE
Figure 15 Three processed frequencies at 5,4 and 3 Hz.
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Figure 16. 3 Hz signal processed.

CONCLUSION

The Doppler imaging experiment was completely successful at wetting the researchers
appetite for further investigations. Down-link phase-up could certainly be improved with time and
effort. Also, this technique for phase up requires a stationary arrangement which is not the case
when imaging through the dynamic atmosphere. Possibly using the algorithm present for phase-
up is appropriate, but 2 new method for measuring distortions should be researched. The results
of imaging a moving ‘arget were better than expected. While detector bandwidth may be the
ultimate problem, it is not the only one. Various techniques for cleaning up the data appear to be
promising such as the linear phase filter. Electronic filters at the detector array may also prove to
be useful.
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Abstract

Second-harmonic generation (SHG) and spectroscopic absorption measurements
were used to study the noniinear optical (NLO) properties of three polymeric thin
(x1 pm thick) films and fused quartz. These materials were made optically
nonlinear by a parallel-wire corona-poling procedure. Two of the polymers were
side-chains containing NLO chromophores covalently attached to every other carbon
atom in acrylate chains while the third poliymer was a guest-nost system of azo-
dye gquest molecules in the host poly(methyl methacrylate). For the first time.
commercial grade fused quartz, 3 in x 1 in x 1 mm, was made optically nonlinear
by a parallel-wire corona-poling procedure. The orientational order parameters
of the polymeric thin films were determined from polarized absorption spectra:
these stabilized parameters, ranging as high as 0.51, are higher than any
reported in the literature. Second-harmonic intensities were measured by the
Haker-fringe technique. Because of the very high number density, the side-chain
polymers were considerably more efficient in producing SHG than the guest-host

filme or the fused quartz.
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SECOND-HARNONIC GENERATION IN CORONA-POLED MATERIALS

Gene O. Carlisle

INTRODUCTION

The use of optics in electronic devices for increased speed and capacity has
been limited, at least in part, by the few good nonlinear ma'erials. For electo-
optic modulators, materials must possess not only a high second order
susceptibility, but also such attributes as ease of preparation, fabrication into
waveguides, and stability. Present experimental devices are based on lithium
niobate because it is the best available among a rather unsatisfactory set of
inorganic materials.

The use of organic materials [1,2] for nonlinear optical (NLO) processes
has been gaining increased attention because these materials cffer a number of
advantages including & large variety of molecular structures with large
nonlinearities and the capability for designing cther desirable properties.

The growth of noncentrosymmetric crystals, preparation of Langmuir-Blodgett
films, and the poling of charge transfer molecular groups in polymeric matrices
are the basic approaches being taken to develop organic NLO materials. Because
of the problems [3] with the first two, the research at Phiilips Laboratory,
PL/LITN, focussed on the latter. Corona poling [4] was chosen as the method of
poling since it generates higher electric fields before breakdown as compared to
flat~electrode poling.

Seccnd-harmonic generation (SHG) and spectroscopic absorpticon measurements
were used to study the nonlinear optical (NLO) properties of three voiymeric chin
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(x1 pm thick) films and fused quartz. These materials were made opticaily
nonlinear by a parallel-wire corona-poling procedure. Two of the polymers were
side-chains containing NLO chromophores covalently attached to every other carbon
atom in acrylate chains while the third polymer was a quest-host system of azo-
dye guest molecules in the host poly(methyl methacrylate). For the first time,
commercial grade fused quartz, 3 in x 1 in X 1 mm, was made optically nonlinear

by a parallel-wire corona-poling procedure.

PREPARATION OF MATERIALS

DR]1-PMMA. The 95% pure DR1 obtained from Aldrich was recrystallized from
a hot benzene solution and dried overnight in a vacuum oven at 68° C. The
structural formulas and synthetic method are shown in Fig. 1. 0.0055 mole of
recrystallized DR1 (1) was dissolved in 80 mL of benzene at 75° C, followed by
equal molar amounts of the base triethylamine and methacryloyl chloride. The
reaction mixture was allowed to stir over night at room temperature. After the
precipitated triethylammonium chloride was removed by filtration, the solvent was
removed by rotary evaporation, and the solid azo dye substituted acrylic monomer
(2) was recrystallized from an ethanol:acetone (120 mL:20 mL) mixture. The maroon
crystals were dried in a vacuum oven at 68 degrees for 3 hrs. The yield was 61%
and the melting point was 81° C. Elemental analyses for carbon, hydrogen, and
nitrogen were in excellent agreement with the theoretical values for structure
(2).

Polymerization of the monomer (0.5357 g) was carried out in the presence
of the initiator azoisobutyronitrile (AIBN) dissolved in a toluene:ethanol /2
mL:1 mL) mixture and under a 30 psi nitrogen atmosphere at 75° C. The polymer
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FIG. 1 Structural formulas and synthetic method for DR1-PMMA.

(3)., DR1-PMMA, was collected, washed with acetone, and further purified by
precipitation from a cyclohexanone solution. Finally, a 40% yield of the polymer
was obtained after drying in a vacuum oven at 759 C for 24 hours. Elemental
analyses for the polymer were also in excellent agreement with structure (3). IR
spectra obtained from KBr disks of the monomer and polymer confirmed the
structures as shown in Fig. 1.

The films were prepared from solutions containing 0.1047 g of poiymer
dissolved in 0.80 mL of cyclohexancone and 0.20 mL of nitrobenzene. The mixture
was heated at 909 C while stirring for one hour to ensure that a homogeneous
solution was present. The solution, while still hot. was spun coated (Headway
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Research spinner) at 1640 rpm for one minute onto 3 in x 1 in x ! mm thick
transparent microscope slides (Fisher Premium). The films were then baked in a
vacuum oven at 90° C for 2 hrs to remove residual solvents. The resulting films
were found by the use of a profilometer (Talystep) to have a typical thickness
of 0.344 um. The surface of the films proved to be resistant to minor scratches
as the stylus of the profiler did not shcw any tracks on the films even when
viewed at a magnification of 250. The density of the polymer was found to be 1.19
g/cm3, and the concentration of the DR1 chromophore was determined to be
1.87 x 108 /em3.

The films were corona poled with a configuration and procedure similar to

those of Mortazavi, et al [4] as shown in Fig.2. The substrate was placed, with
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FIG. 2 Diagram of corona poling.




the film side up, on the center of a grounded planar aiuminum electrode (4 x 4
X 1 in). The temperature of the film could Le controlled by an appropriate
setting of a hot plate positioned under the aluminum electrode. The actual
temperature of the £ilm could be measured by an iron-constantan thermocouple wire
pressed against the film. A 25-um diameter and 4.0-cm length tungsten wire
(Goodfellow) was held parallel to and 4.0 mm above the film. The glass-rubber
transition temperature was measured with a differential scanning calorimeter
(Shimadzu DSC-50) and found to be 128.5° C. Therefcre, in order to ensure good
mobility of the chromophore units during peiing, the temperature orf the films was
raised to 1319 C. A positive voltage was then applied to the wire electrode, and
the current from the planar electrode was monitored by measuring the voltage drop
across a 10-MQ resistor in series. The vcltage to the wire electrode was slowly
increased with caution until a corona breakdown voltage of 2.2 kV was reached
which produced a current of 2.9 uA. After poling for 30 min, the hot plate was
turned off and the voltage increased. as the temperature of the film decreased,
in order *to maintain a current c¢f 2.9 uA until the temperature reached
approximately 859 C. The voltage at this point was 5.0 kV which was then
maintained until the film reached room temperature. The entire pcling procedure
usually required about 3 hours. The procedure consistently produced films of high
optical quality. The poling area, which appears much more transparent than the
unpoled film, is approximately 2 cm wide and extends the iength o:f the wire
electrode.

Polarized absorption spectra vere measured fcr the films before and after
poling with a Shimadzu 2100U spectrophctometer equipped with Glan Taylor
polarizers (Oriel). The spectra were recorded over <he range of 300 - 700 nm.
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Hore details on the preparation, poling, and absorption studies of DR1-PMMA may

be found in our publication [5].

PCMA. The structure of poly(coumaromethacrylate} (PCHA) is shown in Fig.

3. Thin films, 3.5 um, of (PCHMA) were prepared, corona-poled. and their spectra

CH,
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CH; CH,

FIG. 3 Chemical structure of PCHMA.

measured in a similar manner to that of DR1-PMMA as described above.
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DO3/PMMA. The structures for this guest-host system of disperse crange 3

(DO3) and poly(methyl methacrylate) (PMMA' are shown in Fig. 4. The films were
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H, /N NZN—®-—NO:

DO3

FIG. 4 Chemical structwes cf PMMA and DO3.

prepared by a procedure similar to that described above for the DR1-PMMA films.
The resulting films containing 10% DO3 were found to have thicknesses in the
range of 1 um. The concentration of DO3 in the films is about 1.5 x IC;O
molecules/cm3.

The films were corona poied with a configuration and procedure similar to
that described above. The glass-rubber transition temperature was found to be 81
C. In order to ensure good mobility of the guest molecules, the temperature of

the films was raised to 85° C for poling. Polarized absorption spectra were

7-9




measured for the films as described above. lore details on the preparaticn,
poling, and absorption studies of these DO3/FMMA films may be found in our
publication (6].

Fused Quartz. 3 in x 1 in x 1 mm slides of TO8 Commercial fused quart:
were obtained from Heraeus Quartz. The slides were corona-poled as described
above using a 4-cm length, 50-um diameter tungstey wire held parallel to and 9.0
mm above the quartz slide. Typical poling conditions were: 280Y < poling

temperature, 20 minutes poling time, 8.0 uA current. and 9.0 kV applied voltage.

SECOND-HARMONIC GENERATION MEASUREMENTS

SHG measurements were made using the experimental setup shown in Fig. 5.
A Lumonics Nd:YAG laser, wavelength 1.064 um, Q-switched at 10-Hz repetition
rate, and 150 mJ per 15-ns pulse was used. The p-polarized beam from the laser
passes through the IR-pass filter (F1). PBS1 is a polarizing beam splitter
allowing oniy p-polarized light to pass on to M1, a p-reflecting mirror. After
going through the aperture (A) of 5.0 mm diameter. the unfocussed beam is =plit
by H3., a mirror designed to reflect 30% and pass 70% of the p-polarized beam. The
reflected beam passes through the reference (R), which was a quartz crystal, and
then to M4, a mirror designed to reflect the IR and pass the second harmonic (532
nm) generated by the quartz reference. The green light passes through the green-
pass filter (F3) and the lons (L). It is then reflected from a beam stirring
mirror (M5) and passes through two interference filters (IFs) before being
focussed on the photodiode detector. The plzne polarization of the IR beam
passing through M3 can be varied as it passes through the half-wavc piate (HW).
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Experiments using p-polarized, s-polarized, and 450-polarized fundamentals were
used to excite sampies (§) positioned on a rotation stage. M2 reflects the IR and
passes the second-harmonic light generated by the sample. After passing through
the green-pass filter (F2), a polarizing beam splitting cube is used to ensure
a specific poiarization of the second-harmeonic tc be measured. After passing
through the lens and reflected from M4, the beam passes through the interference
filters and on to the pnotodiode detector. Neutral density filters were added at
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the F2-position if required to avoid saturaticn of the sample dicde. Experiments
using p-excited p-detected, s-excited p-detected, and 45“-excited s-detected were
performed. Signals from the sample and reference detectors are sent to boxcar
averagers and then stored the computer. The computer also controlled the stepping
motor such that SHG intensities from the sample couid be measured as a function

of angle of incidence. Data were recorded from -80°0 to +80°.

RESULTS AND DISCUSSION

Results and discussions regarding preparation, corona poling, absorption
studies, calculations, and theoretical models for DR1-PIMA and DO3/PMMA films may
be found in our publications {5.6]). Order parameters for the molecular dipoles
were calculated from the absorption data using a rigid oriented gas model.
Stabilized order parameters of 0.51 and 0.30 were fcund for DR1-PMMA and DO3/PIMMA
films, respectively. These parameters, which are the highest reported for side-
chain and guest-host systems, have remained constant for cver 18 months. A
stabilized order parameter of 0.17 was found for PCMA films. The lower order
parameter for the PCMA films is very likely due to the lower dipcle moment of the
side-chain chromophore which results in less poling torque by the fieild. These
films have remained stable for over two years.

A very large amount of SHG data, over 600 data files, were taken on the
three polymeric materials and fused gquartz samples. The SHG intensity vs angle
of incidence is shown in Fig. 6 for a DR1-PMMA film. For each material similar
Maker fringes were observed. The results showed a high degree of poling for each
polymeric film as intensities were several times greater than that of the quartz
reference. The SHG intensities of the DR1-PMMA and PCMA films were about the
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same: however, since the PCHA films were about 10 times thicker (2.5 um vs 0.34
um), the second-order nonlinear susceptibility, ):(2) should be considerably
higher for the DR1-PMMA films. This is due to the higher crder parameter and
higher B value for the NLOC chromophores of the DR1-PMMA polymer. The quest-host
DO3/PMMA films with an order factor of 0.30 and a number density of about 1/10
that of DR1-PMMA and PCMA exhibited SHG intensities much less than those of these
side-chain polymers. In order to calculate the important elements of the XKZ)

tensor, applications of the appropriate theories to the SHG data are now in

1 1 g T ks ] i 1 1
0.02 | §
(/2]
E DR1-PMMA
g 0.01 | i
& ]
£
0
0.00 |- il
1 i 1 1 { { 1 1 {

-100 -80 -60 -40 -20 O 20 40 60 80 100
ANGLE OF INCIDENCE DEGREES

FIG. 6. SHKG vs angle of incidence fzor DR1-PHMMA.
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progress.

SHG intensities produced by the corona-poled fused quartz samplies were
considerably less than those for the polymers. This is likely due to a much lower
B value for the lccalized moieties in the quartz compared to those of the organic
chromophores in the polymers. Also, the results show that the quartz is not poled
throughout its entire thickness of 1.00 mm. Through controiled etching
experiments with HF solutions, poled .quartz samples were etched to various
depths. Subsequent profilometer and SHG measurements were then made, and the
poling depths were found to be only about 4 um. Fused quartz samples were also
flat-electrode poled using a stainless steel electrode. SHG intensities from
corona-poled samples were significantly higher than those of flat-electrode poled
samples. Although the exact mechanism by which poied quartz produces SHG is not
established, it is believed that impurities play an important role [7]. Accurate
chemical anaiyses using atomic absorption methods are now in progress to
determine the exact percentages of aluminum and other impurity elements possibly

responsible for the NLO properties of poled fused quartz.

CONCLUSION

SHG and absorption data were measured for three poiymeric materials and
fused quartz. Data are essentially complete and are now being analyzed in terms
to the appropriate theories. The two side~chain polymers, DR1-PMMA and PCMA. are

expected to exhibit very high'x(z)

values. For the first time quartz slides have
been made optically noniinear by corona poling with a parailel wire
configuration. SHG intensities were significantly higher for corona poled than

for flat-electrode poled quartz. Two papers were published on the preparation,
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poling, and absorption studies of the DR1-PMMA [5] and DO3/PMMA (6] films. A
paper on the DR1-PMMA films will be presented at the 48th Southwest Regional
Meeting of the American Chemical Society in Lubbock. Texas on 21 October 1992.
Four more papers regarding SHG studies are expected to be published on these
materials within a year. Further details of this research are described in my

laboratory notebooks and in computer files at Phillips Laboratory (PL/LITN).
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USE OF OPTICAL FIBERS
IN LONG BASELINE INTERFEROMETRIC IMAGING

Douglas A. Christensen
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Abstract

Optical fibers offer the promise of flexibility, ease of use, and low cost when used to
recombine the light in the two branches of a long baseline interferometer. Such interferometers are
being studied for imaging stellars objects with high resolution, including geosynchronous satellites,
the sun, and stars. The work described in this report is a continuation of a study to ascertain the
parameters that are important in implementing fibers in a broadband interferometer. The factors
which must be considered include dispersion effects in the fibers, phase variation or wander in each
of the branches and how to control the phase, and the low light levels which will accompany the use
of single mode fibers. Toward these goals, two tasks were achieved this summer: 1) Broadband
interference fringes were found in an intermediate-step interferometric setup in the laboratory,
namely a side-by-side arrangement with two subaperture telescopes observing the same quasi-point
source and feeding two 60 m long fiber paths before recombination; and 2) A phase-lock condition
was obtained in a test fiber interferometer using a piezoelectric fiber modulator and a lock-in
amplifier system. This "internal metric" phase-locking condition is important for the eventual
application of the interferometer for imaging purposes.




USE OF OPTICAL FIBERS
IN LONG BASELINE INTERFEROMETRIC IMAGING

Douglas A. Christensen
INTROD N

This summer's work was part of a larger project whose overall goal is to develop a
fiberoptic-linked long baseline interferometer for imaging stellar objects such as geosynchronous
satellites and stars. The accomplishments for the summer fell into two areas:

1. Demonstrating broadband (10 nm) fringes in progressively more realistic interferometer
configurations. Last summer, broadband fringes were found in a Mach-Zehnder interferometer
arrangement that included 60 m long fiber branches and which used beamsplitter cubes. The short
coherence length associated with a 10 nm linewidth source requires that the optical path differences
(OPD) in the two fibers be matched to within approximately 200 um. This was accomplished using
a unique feature of a laser diode: its coherence length can be adjusted by changing its drive current.

This summer, more complex configurations were set up and broadband fringes detected by
matching the path lengths with the aid of a laser diode. The first arrangement employed two 8"
aperture telescopes facing each other to collect the light from a large planar beamsplitter. Following
successful attainment of broadband fringes, a more realistic configuration was set up in which the
two telescopes were rotated into a side-by-side orientation to observe a single distant (27 feet)
quasi-point source. Again, broadband fringes were obtained.

2. Achieving a phase-locked condition with a fiberoptic Mach-Zehnder interferometer
incorporating a piezoelectric stress phase modulator. This condition is essential for the eventual
operation of a long baseline interferometer imager. In such a device, the detected fringe shift comes
from scanning the distant object under observation, and local fringe shifts due to ambient changes in
the OPD (from local temperature changes or vibration, for example) must be cancelled out. This is
the role of the "internal metric” procedure which monitors and cancels by feedback any changes in
phase within the interferometer itself. Successful demonstration of phase locking in the
interferometer was thus a valuable stepping stone to eventual implementation of a full internal metric
capability.




BROADBAND INTERFEROMETRIC CONFIGURATIONS

Face-to-Face Telescope Arrangement Using Meade 8" Telescopes -

When this summer's work began, the arrangement shown in Fig. 1 was already set up on the
optics table. Figure 1 shows a fiberoptic interferometer using two 8" Meade telescopes receiving
light from a large planar beamsplitter. Fringes had been detected using the green HeNe laser with irs
long coherence length. It remained to be determined whether broadband fringes from the xenon
lamp could be found. As an OPD-matching aid--as mentioned in the Inroduction--the laser diode
was substituted as source. With large drive current, its coherence length is quite long (tens of
centimeters, almost as long as the HeNe laser) and fringes were easy to find. When the drive
current is reduced, the coherence length gets considerably shorter (and output power drops), finally
contracting to that expected for a broadband source when the laser diode is emitting incoherent
spontaneous radiation only. By continually adjusting the air path in one branch (and therefore the
OPD) to maximize the fringe contrast as drive current is reduced, one can move in a direction of a
zero OPD condition.

This technique allowed the detection on laser diode fringes, but they were weak at low drive
current due to two causes:

1) The fiber polarization axes were not aligned in the same direction in each of the branches.
The fibers used are York "Hi Bi" bowtie stress induced birefringent single mode fibers; they will
preserve polarization with respect to the orientation of their bowties. For maximum fringe contrast,
the bowtie orientation of the two inputs should be matched, as well as at the two output ends. As it
stood, the introduction of linearly polarized light at the input to each fiber branch resulted in
elliptically polarized light at the outputs. This meant that the bowties were neither horizontal or
vertical at the input end. Realignment was performed until all four fiber ends had horizontal bowtie
orientation. This step increased fringe contrast noticeably.

2) The power detected out of Fiber B was always much lower (by a factor of 4X, as
estimated by eye) than that from Fiber A, in spite of prolonged and repeated efforts to maximize the
coupling alignment into the output end of Fiber B. It was surmised, and eventually confirmend by
direct microscopic inspection, that some damage had occurred to the face of Fiber B. A microscope
(magnification100X, front light illumination looking perpendicular to the face) showed a groove or
scratch that appeared to cross the central core region of Fiber B; in contrast, Fiber A showed a
smooth, clear face. This is most likely the cause of the lower power in Fiber B.
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To correct the problem, three remedies may be considered:

a) Try polishing the fiber face while still in the connector. This is simple and may work if
the scratch is not too deep.

b) Remove the connector, cleave the fiber, epoxy on a new connector, and polish the end.
This is time consuming and would require an identical treatment of the fiber on the other spool to
maintain length equality. It is a last choice alternative.

c) Put index-matching gel on the fiber face (to match away the scratch somewhat}, then place
a small piece of glass cover slip on the face, held in place by surface tension, to give a planar
surface. This is, of course, a temporary solution, but is easy to do.

For now, rather than trying any of these three ideas, the power in the two branches was
approximately equalized by simply replacing the previous coated 40/40 pellicle beamsplitter, near the
microscope objective which couples into Fiber B with an uncoated 8/90 pellicle beamsplitter, then
switching Fiber A for Fiber B. This trick worked in equalizing the light power. and, after adjusting
the OPD with the laser diode, white light fringes were finally obtained.

One observation became evident while watching these fringes for a few minutes: Any
airbome or acoustic sounds (talking, clapping, doors closing, etc.) caused dramatic fringe
instabilities in the output pattern. This could be reduced somewhat by closing all the doors in the
table cover, but even then it was noticable. The phenonemon was eventually traced to the pellicle
beamsplitter which was acting as a very sensitive microphone, vibrating when sound waves passed
through it. Solutions would be to: a) completely acoustically isolate the beamsplitter, or b) replace it

with a solid glass device. Since we were soon going to the next configuration, neither solution was
felt needed.

Side-by-Side Telescope Arrangement -

The next step toward a progressively more realistic setup is shown in Fig. 2. This figure
shows a fiberoptic interferometer in which light is collected from a single common source by
side-by-side Meade 8" telescopes. Since the closest object distance that the Meade telescopes can
focus to is between approximately 35 to 50 feet, the challenge was to position the (apparent) source
this far away from the telescopes. This could be done by moving the source out into the hallway
adjacent to the lab, but it would be more convenient to stay completely on the optical bench at this
stage. A solution was found by folding the optical path from source to telescopes on the bench, as
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diagrammed in Fig. 2.

While setting up this new configuraton, efforts were made to match the Numerical Apenture
(NA) of the light exiting the 10X microscope objectives to the acceptance NA of the 1ibers; from
York's specifications, this is NA = 0.14. This was accomplished by calculation and subsequently
positoning of the fiber faces with repect to microscope objective lenses, with the vaiues shown in
Fig. 2.

When the new setup was completed, light from the green HeNe laser source was coupled
into the interferometer. Again, the power in Fiber B was much lower than in Fiber A, but since no
beamsplitters are employed in this configuration, power balancing could not be achieved by altering
the beamsplitting ratio. Rather, the end of Fiber B was gelled and a small piece of cover slip was
affixed to the fiber face. This improved the power in Fiber B, and, although it still was not as much
as in Fiber A (by a factor of 2-4X), it did allow good HeNe fringes to be seen. Note that the
distance measurements shown in Fig. 2 indicate that Fiber A is about (166 +110) - (150 + 129) = 3
mum optically longer than Fiber B. This is in qualitative agreement with measurements from last vear
showing that Fiber A is 6 mm optically longer that Fiber B. Note that the most recent values are
more susceptible to measurement error since two covered telescopes are now in the path; thus the 6
mm value is probably the more accurate number.

Upon observing these fring  for a period of time, it became clear that this setup was much
more susceptible to amplitude variations due to air movement and vibration than the previous
(face-to-face) arrangement. These instabilities were not phase variations (such as caused by the
previous pellicle beamsplitter, for example) but rather were amplitude instabilities caused by the
focused spot on the fiber faces moving off the core. The larger effective "optical lever” inherent in
this configuration is probably the cause of the increased sensitivity to vibration. An active beam
positioning device, prototyped by OPTRA and refined by Rockwell Power Systems, is planned to
be tested with this configuration in the near future.

Using the variable coherence length laser diode, the air paths were adjusted 10 give zero OPD
(see Fig. 2 for distances) and low-current laser diode fringes were seen, then eventually broadband
fringes from the xenon lamp were found with both a linear vertical polarizer and a narrowband (10
nm) yellow filter in place. The fringe intensity and contrast were weak (near the detection limit of
the camera) due to the low coupling efficiency into Fiber B. Without the gel/cover slip patch on
Fiber B, no detectable power could be seen by the camera. Therefore, the gel/cover slip is essential
for low light levels.




PHASE LOCKING A MODULATED FIBEROPTIC INTERFEROMETER

As a separate experiment, a shorter pathlength (3 m each) Mach-Zehnder interterometer wus
built using bare single-mode polarization preserving Newport F-SPA fiber. This arrangement is
shown in Fig. 3. The modulator is a Canadian Instrumentation and Research product with an oval
fiber path, composed of two passive hemi-cylindrical ends with two planar piezoelectric sections in
between. The fiber is wrapped seven tumns around this path. It is epoxied over about 2/3 of the
length of each piezo crystal and also, for keeping it in place, at the hemi-cvlindrical ends. The
modulator comes with a printed circuit driver board attached, with a sawtooth generator (adjustible
frequency from 125-667 Hz), op amp front end for accepting a signal input, and a single transistor
high voltage driver connected to the piezo crystals. A separate dc high voltage power supply is
needed.

The total length of the fiber around the interferometer plus the two leads was measured
indirectly by wrapping a thread along the same path as the fiber. This length was found 1o be 2.914
m after the ends were cleanly cleaved. The fiber of the other arm was therefore cleaved to be as
close as possible to this length. This was achieved by stretching the fiber in a straight path (with
moderate tension), cleaving one end, measuring the remaining length, then cleaving a calculated
length from the other end. This gave a total length of 2.915 m, so the two branches were assumed
to be within 1 mm of each other. Unfortunately, the last cleave was not clean, reducing coupled
power, so later another 25 mm was cleaved from both fibers.

Modification and Characterization of Phase Modulator -

For the phase locking experiment later, the driver board needs to be abie to accept two signal
inputs, one for the dithering oscillator and one for the locking feedback signal from the lock-in
amplifier. Therefore, the printed circuit board was modified to add another summing circuit to the

inverting input of the front-end op amp. Figure 4 shows the original circuit with modification; the
new input is labeled S2.

With the electronic modification completed, the fiber interferometer was assembled and clear
output fringes were obtained with the green HeNe laser. This fringe pattern was expanded with a
negative focal length lens, and the central fringe detected by a 2 x 3 mum silicon pin photodiode and
transimpedance amplifier (10 Morm feedback resistor).
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One key parameter describing the performance of a phase modulator is the phase change in
radians per volt of drive. This was measured by observing the fringe pattern while imposing a ramp
voltage on the drive electronics to the piezoelectric crystal. The fringe changes are shown in Fig. 5
for a 40 V ramp in piezo voltage. From this plot, two features can be calculated:

1. There are 24 1/2 full fringe shifts over the 40 V, so the modulator sensitivity is:
24.5 x 2n/40 = 3.85 rad/V.
This is very acceptable sensitivity for seven wraps of fiber.

2. Since the full range of the drive voltage i1s 0-180 Vdc, this corresponds to a
fringe range of:

24.5 x 180/40 = 110.3 fringes.
This range should be more than adequate to cover the fringe drifting that may be
encountered over several minutes of operation.

Anoiher key parameter of a modulator is its frequency response. This was measured by
providing a constant input voitage (30 mV pk-pk) to the driver board op amp and observing the
peak-to-peak fringe excursion while changing the frequency of the drive voltage. The dc offset
voltage (approximately 50 V) was slightly changed on each observation to stay at the point of
maximum slope, and thus maximize the fringe excursions. The peak-to-peak intensity change of the
fringe excursion was approximately 0.25 of a complete minimum-to-maximum fringe shift.

The first measurement of the modulator’s frequency response gave an unusually low 3 dB
rolloff frequency of about 50 Hz. It was later discovered that this frequency was due to the limited
frequency response of the photodetector (caused by a capacitor placed in the detection circuit to
reduce noise), not the modulator. Thus, the experiment was redone in the author’s lab at the
University of Utah after returning from the summer assignment, again using the same procedure as
described above except that a high speed photodetector was employed. The detector had a frequency
response of greater than 1 MHz, determined by observing very short laser diode pulses with the
detector; this value is much higher than the modulator frequency response, and therefore is not a
limiting factor.

The results of the new modulator measurement are given in Fig. 6 as a log-log (Bodie) plot.
The 3 dB frequency is the frequency at which the response (modulation depth) is reduced to one-half

8- 12
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Frequency Response of Piezo Modulator
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of its low frequency value. On Fig. 6 this can be seen to be about 2.3 kHz. This frequency 1s

consistent with the phase shift data; the 3 dB frequency is the frequency at which the phase lag is
-90° with respect to the drive voltage, which can be seen to be about 2.5 kHz on the phase plot.

The modulator frequency response is therefore high enough to be operated in the phase lock
experiments described next.

Phase-locking the Interferometer -

To achieve phase lockup, the electronics configuration shown in Fig. 7 was assembled. As
seen in the figure, the key module was a Stanford Research SR510 lock-in amplifier. which
provided both the dithering frequency (near 100 Hz) to the modulator, and the feedback control
signal to lock the phase.

Two phase lockup experiments were completed. In the first, no special end preparations
were used at the fiber ends. The graph of fringe drifts vs. time (over two 15 minute periods) for
both the locked and unlocked cases is shown in Fig. 8.

For the unlocked case, the fringe drift due to ambient changes in the fibers is clearly seen.
There are about 2 fringe shifts per minute. For the locked case (where the sign of the feedback
signal gave a lock onto the fringe minimum), the fringe drift was much reduced, but some variation
(estimated at 13%) is still visible. Over the 15 minute period, the dc level to the piezo changed by
about 7 V, corresponding to a net 4.3 fringe drifts in one direction over this time.

The cause of the remaining variation under locked conditions was later discovered to be due
to drifts of Fabry-Perot fringes caused by reflections from the ends of the fibers, and between the
fiber ends and the laser output mirror. This was discovered by plotting the intensity output for one
fiber only (the one wrapped around the modulator) as a function of drive voltage. This plot is
shown in Fig. 9. Comparing these results to Fig. 4 shows that Fig. 9 has : a) smaller fringe
constrast, and b) a fringe sensitivity exactly twice that of Fig. 4. Both of these findings are
consistent with Fabry-Perot fringes in the fiber, due to small (4%) Fresnel reflections at the fiber
ends and round-trip path multiple reflection interference.

To avoid the Fabry-Perot fringes, index matching gel (from Math Associates) was placed in

the space between the microscope objective lens face and the fiber ends. This considerably reduced
the Fresnel reflections. Then the phase lock experiment was repeated, with the results shown in

g. 15
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Fig. 10. Itis clear that the variation under the locked case is now much smaller, although there 1s
still some evident, probably due to residual amplitude fluctuations in the laser power or coupling
efficiencies into the fibers. The settings on the SR510 lock-in amplifier which proved to give the
best phase lock were:

Frequency of modulation: 102.4 Hz
Phase: -83.9°

All filters (BP.f,20): in

Sensitivity: 2 mV

Dyn Res: low

Expand: 1x

Rel: off

Offset: off

Time constants: pre =1 sec; post = 1 sec.
Sine wave reference

CONCLUSIONS

Two tasks were achieved this summer:
1) Broadband interference fringes were found in an intermediate-step interferometric setup in the
laboratory. This was a side-by-side arrangement with two subaperture telescopes observing the same
quasi-point source and then passing the light to the two 60 m long fiber paths before recombination by
beamsplitters.
2) A phase-lock condition was obtained in a test fiber interferometer using a piezoelectric fiber
modulator and a lock-in amplifier system. This "internal metric" phase-locking condition is impornant
for the eventual application of the interferometer for imaging purposes. The modulator was
characterized in sensitivity and frequency response, and it proved to be well suited for use with this
fiber interferometer.
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Abstract

Using interactive two-dimensional seismic raytracing techniques, seismic
velocity models of the crust and upper mantle in New England were constructed
from data collected jointly by Phillips Laboratory and Boston College from two
seismic refraction experiments. One was from the 1984 Maine Seismic Refraction
Experiment (MSRP), with the shotpoints in southcentral Maine and the receivers
stretching from Rumford, Maine into the White Mountains in New Hampshire.
The second was from the 1988 Ontario-New York-New England Seismic Refraction
Experiment (ONYNEX) along a 200 km profile from western New York through
Vermont and into southem New Hampshire. From the MSRP data the lower crust
and Moho discontinuity in Maine were found to vary noticeably across the
Norumbega Fault, with a significantly deeper Moho to the west of the fault. From
the ONYNEX data the previously reported ramp feature, separating the Grenville
basement in the Adirondack Mountains and the Paleozoic basement in the
Northern Aopalachians, was found. The ramp is inferred to dip from the surface
near the Vermont-New York border to 17 km depth beneath the Vermont-New
Hampshire border. The configuration of the ramp indicates that it controlled the
emplacement of the geology above it during Paleozoic and Mesozoic time. The
results of this study suggest models for ancient continental zones which may be

applicable to those in other parts of the world.




INTRODUCTION

In 1984 and again in 1988 the Air Force Geophysics Laboratory (now
Phillips Laboratory) and Boston College (called here PL-BC) jointly participated in
carrying out piggyback experiments as part of large-scale seismic refraction
studies in New England. The two experiments, the Maine Seismic Refraction
Experiment (MSRP) in 1984 and the Ontario-New York-New England Seismic
Refraction Experiment (ONYNEX) in 1988, were carried out by the U.S. Geological
Survey (USGS) to determine the seismic velocity structure of the crust across an
ancient continental collision zone. Other participants in parts of MSRP and
ONYNEX were the Massachusetts Institute of Technology (MIT) and the Geological
Survey of Canada. The PL-BC participation in these experiments was designed to
expand the areal coverages of these experiments, to test field methods for
recording seismic refraction data, and to provide a detailed data set for waveforms
studies of explosions in areas of complicated geologic histories. The ultimate goal
of the PL-BC research was to imprcve the methodologies for monitoring nuclear
testing treaties in remote parts of the world by leaming to model regional seismic

waveform data from a well-studied area.

The area of the surveys and the locations of stations of the PL-BC piggyback
experiments are shown in Figure 1. For MSRP the PL-BC stations for the first
night of the experiment were located in the White Mountains of Maine and New
Hampshire to the west of the shots which were fired that night. It is these data
which we analyzed during the summer, 1992 research effort. For ONYNEX data
primarily from the second night of the experiment, a line of receivers from just
northwest ~f Westport, New York to Manchester, New Hampshire, were modeled.
Seismic raytracing through models of the seismic velocity structure of the crust
along each of the profiles was used to match the arrival times of the major body

wave phases in the observed scismograms.

A number of crustal models for New England, based on the USGS data, have
already been published for the MSRP and ONYNEX experimer's. For MSRP early
work based on first analyses of the data are found in Luetgent et al. (1987) and
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for this analysis.

"""""" L 40°00'N }
Map of the study area showing the ‘'ocations of the sources and rcceivers
respectively.

The shotpoints and receivers from the 1984 Maine Seismic
Refraction Experiment used in this study are indicated by the diamonds and crosses

All of the shotpoints for the 1988 Ontario-New York-New England
Seismic Refraction Experiment are shown (the stars) as «s the trend of the seismic
line analyzed in this study.
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Klemperer and Luetgert (1987). More recently, a detailed model of the crust for
the along-strike profile in central Maine was published by Hennet et al. (1991).
The data from the long, cross-strike profile from Canada to coastal Maine are siill
being analyzed by the USGS during the summcr of 1992 (J. Luetgert, personal
communication, summer, 1992). For ONYNEX a detailed model for the eastem half
of the experiment, stretching from Maine into central New York state, was
published by Hughes and Luetgert (1991). The results reported in these studies
are important because they provide constraints and starting models for the
analysis of our data sets. These studies are also important because we chose to use
with our observations the same analysis technique (ray tracing using the
computer programs developed by Luetgert, 1988) as was used in those previous
studies. About halfway through the summer, J. Luetgert provided an improved
version of his code, in this case ported to Macintosh computers (Luetgert, 1992).
The use of this code greatly facilitated the modeling of the very complex structure
sampled by the PL-BC data from the ONYNEX experiment.

LOGI AND TECTONIC HIST

Recause the present seismic structure of New England is a reflection of its
past tectonic history, we present a brief summary of the geologic development of
New England relevant to the areas studied here. This summary is abstracted from
a number of sources, most notably Taylor and Toksoz (1979) and Press and Siever
(1982). A summary map of the geology together with the locations of the two

study areas are indicated in Figure 2.

During the late precambrian the eastern edge of North America rifted from

a landmass to the east and evolved into a passive margin. The edge of the

continent in New England at that time ran from what is today western
Massachusetts north through central Vermont and then northwest across the
northern tip of New Hampshire and along the northern third of the state of
Maine. After a long period of drifting a series of collisional events started in New
England with the Taconic orogeny about 480 m.y. ago. During this orogenic
episode, oceanic sediments from the continental shelf and continental slope were

thrust westward and northward upon the eastern edge of North America, forming
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